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► Recurrent neural networks (RNNs) are a class of neural network that 
can learn about sequential data (e.g. time series, natural language) 

Recurrent Network

E.g. image caption

http://karpathy.github.io/2015/05/21/rnn-effectiveness/

E.g. sentiment 
analysis

E.g. language 
translation

E.g. image 
classification

E.g. predict next word
in sentence



Many to Many

►Weights U, V, W are shared across all steps  
►Hidden state calculated by                                     where f is non-

linear activation function 
►Vanilla RNNs have problems learning long-term dependencies  

st = f(Uxt +Wst�1)



LSTM Cell

► First step is “forget gate” which learns how much information to 
throw away from existing cell state 

Neurons

Weighted inputs

I
vj = wijxi

Activation function, �(vj)

I �(vi) = tanh(vi)
I �(vi) = (1+ e�vi )�1

I �(vi) = Max(0, vi) or
�(vi) = ln(1+ evi )
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LSTM Cell

► “Input gate” decides which new information to store in the cell state 
by generating candidate state and filtering (using sigmoid) 



LSTM Cell

►Next add old and new cell states 



LSTM Cell

► Finally decide what to output - based on filtered version (using 
sigmoid) of cell state 



Example



Example

http://karpathy.github.io/2015/05/21/rnn-effectiveness/



SN Classification

► Supernovae are one of the last possible stages 
of stellar evolution at the end of a massive 
stars life 

► Two possible causes 
► Binary star systems (e.g. white 

dwarf accretes matter from 
companion star) results in 
gravitational collapse and 
explosion 

► Very massive stars may 
undergo core collapse as the 
star runs out of nuclear fuel  



SN Classification

► Supernovae can be classified according to their light curves and 
absorption lines of chemical elements that appear in their spectra 

►Type I and II are 
distinguished if they contain 
hydrogen or not  

►Type I supernovae exhibit 
sharp maxima in their light 
curves and die away 
gradually 

► Further subdivisions: Type 
1a have a singly ionised 
silicon line  

► Subtle differences in light 
curves! 



SN Classification

► Type 1a supernovae are particularly important in astronomy as they 
can be used as standard candles  

► Provided evidence for accelerated expansion of the Universe (most 
likely caused by dark energy) 

► Future surveys such as the Large Synoptic Survey Telescope (LSST) 
will measure the light curves ~10 million supernovae 

►Only have the resources to spectroscopically confirm 5000 to 10,000 
supernovae 

► Supernovae Photometric Classification Challenge was designed to test 
classification algorithms 

► Input data consisted of set of 21,319 simulated supernovae with a 
time series of flux measurements in several bands, along with the 
supernovae type  

► Data is split into a training and test set 



Recurrent Network

Neural networks
Recurrent neural network

Inputs

Hidden

Hidden

Pooling

Output
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► Use many-to-many LSTM with averaging over outputs at each 
timestep 



Training
► Use TensorFlow with Keras library (Python) to train the network 
► Performance dramatically improved using GPU 
► Training performed in epochs (epoch is a complete pass over the 

training data) 
►Weights updated in mini-batches of 1000 samples 
► Training continued until loss of test set doesn’t improve 
► Network architecture investigated (e.g. number of hidden layers, units) 
► Care taken not to overfit!  Training

Training

I Type-Ia vs. none-type-Ia

I Categorical cross-entropy
I Accuracy

Results

Accuracy F1 Host z
94.8± 0.2% 0.64± 0.01 T
93.6± 0.3% 0.60± 0.02 F
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Training

► Several metrics to assess performance (e.g. accuracy, confusion 
matrix, AUC score) 

► Accuracy is ratio between the number of correct predictions and total 
number of predictions (a random classifier with 2 classes would have 
an accuracy of 0.5) 

►With training fraction of 0.5, obtain accuracy of 94.8% 
► Competitive with highly tuned feature extraction classifiers  Training

Training

I Type-Ia vs. none-type-Ia
I Categorical cross-entropy
I Accuracy

Results

Accuracy F1 Host z
94.8± 0.2% 0.64± 0.01 T
93.6± 0.3% 0.60± 0.02 F
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Classification

►Other novel use is that a pre-trained network can give very fast 
evaluation of supernovae type 

► Useful for early detection in future surveys  
Classification on-the-fly
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