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❖ Introduction
What is strong gravitational lensing?

Why is it so important in astrophysics?

What problems we will encounter in Big Data Era?

❖ Machine Learning and Strong Lensing
❖ Beyond Machine Learning
❖ Summary and Future Work
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Sharon et alArtwork by Dave Jarvis NASA/WMAP Science Team

- Mass distribution of lenses
- Dark matter substructures

- Structure Formation History
- Cosmological Parameters

- Test the theory of GR
- Geometry of the space

NASA/HST Cluster A370

Applications of Gravitational Lensing



“Looking for needles in a haystack.”

Credit: Modified from Omar Almaini
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❖ Introduction
❖ Machine Learning and Strong Lensing

Machine Learning and Lens-finding

Machine Learning and Lens-modelling

❖ Beyond Machine Learning
❖ Summary and Future Work



Machine Learning and Lens-finding



HST-like Images (Space Telescopes) LSST-like Images (Ground Based Telescope)Simulations of Galaxy-galaxy Strong Lensing

Li et al. 2016



Supervised Machine Learning

Yes or 
No

Yes

Avestruz, Li et al. 2018



Oriented GradientsInput Image Histogram

Histogram of Oriented Gradients (HOG)

Feature Extraction



Supervised Machine Learning

Yes or 
No

Yes

HOG

HOG

Avestruz, Li et al. 2018
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Model must be regularized to prevent 
over-fitting.  Cross validation on a 
separate test set is used to decide the 
optimal amount of regularization.

Source: http://stats.stackexchange.com

Supervised Learning
Logistic Regression

Machine Learning Algorithms



Supervised Machine Learning

Yes or 
No

Yes

HOG

HOG

Linear
Logistic

Regression

Trained
Classifier

Avestruz, Li et al. 2018



Receiver Operating Characteristic Curves

Avestruz, Li et al. 2018

Good

Bad



Supervised Machine Learning (DL)

Yes or 
No

Yes
Trained

Classifier

Lanusse, Ma, Li et al. 2017



R.O.C Curves (DeepLens vs HOG)

Lanusse, Ma, Li et al. 2017



Detected Images in LSST Mocks

Lanusse, Ma, Li et al. 2017



Lens Finding Challenge

- Open Source on GitHub, both data and codes
- The Rank of the lens finding Challenge

Metcalf et al. 2018



A boy

95 cm

$ 0.0

Re = 2“

q = 0.8

Pa = 102 
z = 0.2 

3 years

Machine Learning and Lens Modelling
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Optimization

Machine Learning and Lens Modelling



Predictions vs True Values

Pearson et al. in progress

More details in James’ Talk tomorrow. 
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❖ Machine Learning and Strong Lensing
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Crowd-sourcing and Lens-finding

Crowd-sourcing and Lens-modelling

❖ Summary and Future Work



Crowd-sourceMachine Learning

Cooperation

Machine Learning and Crowd-sourcing













不只是天体物理，生物学，医学，心理学，气象学，地理学，甚至寻找飞机残骸。。。。

www.zooniverse.org



Crowd-sourcing and Lens-finding (CFHTLS)

Marshall et al. 2015spacewarps.org



Crowd-sourcing and Lens-finding (CFHTLS)

Marshall et al. 2015



Crowd-sourcing and Lens-finding (CFHTLS)

More et al. 2015



Crowd-sourcing and Lens-finding (DES)

Li et al. in progress



Crowd-sourcing and Lens-finding (DES Y3)

spacewarps.org



Crowd-sourcing and Lens-finding (DES Y3)

spacewarps.org



Javascript 
HTML5 
CSS3

Predicted images

❖ Save Models
❖ Load Models
❖ Upload Images

Draw an ellipse to 
model the source

Draw an ellipse to 
model the lens

Move the cursor to 
reconstruct the image

Crowd-sourcing and Lens-modelling

http://linan7788626.github.io/pages/LensWranglerPlusPlus/


http://linan7788626.github.io/pages/AMNH_Hoopla/

http://linan7788626.github.io/pages/Hoopla/
http://linan7788626.github.io/pages/Hoopla/
http://linan7788626.github.io/pages/AMNH_Hoopla/
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❖ Gravitational lensing is useful, but we will encounter some problems 
in the upcoming Big Data Era, such as identifying and modelling strong 
gravitational lenses.

❖ Deep learning works better than traditional methods and human eyes 
in the detection of SG lenses. Lens modelling can be improved by 
utilising deep learning (automatization and higher efficiency). 

❖ Crowdsourcing is an alternative way to deal with the problems of 
lens-finding/modelling in the big data era; it is primitive cooperation 
between humans and machines.

❖ The problem mentioned in the introduction can be solved with 
machine learning or/and Crowdsourcing. More such problems in 
astrophysics and cosmology will be solved in the same way.

Summary



● Apply the pipelines to the data of large scale sky surveys.

Euclid LSST SKATianGong

The DES Survey The DECals Survey

In the Near Future



Fitting Modelling

Detecting Predicting



Hoopla CMU-DeepLens



Architecture of CMU DeepLens

The first block is a single convolutional layer with an ELU activation function 
and batch normalisation. The last block is a single fully connected layer with 
a sigmoid activation function, which outputs a probability between 0 and 1. 

Lanusse, Ma, Li et al. 2017



The Vanishing Gradient Problem

Increasing network depth leads to worse performance



The building blocks of a residual 
network architecture. 

● Left: Undecimated ResNet-16-32 
unit, preserving the size and 
depth of the input.

● Right : ResNet-32-64,/2 unit 
simultaneously increasing the 
depth of the output (from 32 
channels to 64) and down-
sampling by a factor 2 its 
resolution.

Lanusse, Ma, Li et. al. 2017


