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Abstract

Macroprudential policy is traditionally characterized by countercyclical rules responding to

credit variables. In this paper, we augment macroprudential rules with additional indicators,

including the credit spread. First, we empirically assess the validity of this extra variable by

providing evidence on the correlation of a credit spread measure with credit booms. Then,

we explicitly introduce this variable into a Dynamic Stochastic General Equilibrium (DSGE)

model. We use our model to determine to which extent having countercyclical macropruden-

tial measures also responding to credit spreads may be welfare improving, for both a capital

requirement ratio (CRR) rule and a loan-to-value (LTV) rule. We find that the spread is a rel-

evant indicator for credit-supply measures but not for borrower-based ones. For the latter, an

additional response to house prices is more appropriate. We also find that the augmented rules

deliver more financial stability, but at the expense of more inflation volatility, which reduces the

welfare of the savers. Overall, the augmented rules improve welfare.
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1 Introduction

Since the 2008 Global Financial Crisis, there has been a focus on macroprudential and banking

policies to create a sound financial system in which financial problems do not translate into the

real economy. Various policies and instruments, with a flavor of countercyclicality, have been put

in place to maintain financial stability. We can approximate these instruments as countercycli-

cal rules that respond to credit and additional financial indicators. Examples of macroprudential

instruments are capital requirement ratios (CRR) or borrower-based measures such as the loan-to-

value ratio (LTV).

Authorities may emphasize any variables that make sense to them to assess the sustainability of

credit growth and the level of system-wide risk. The Basel Committee on Banking Supervision

published a Guidance Note in 2010 (Basel Committee on Banking Supervision (2010)) on how

to operate the countercyclical capital buffer (CCyB). According to the Basel Committee, policies

should be set such that the relevant authorities monitor credit growth and assess whether such

growth is excessive and leads to the build-up of system-wide risk. The key issue here is which

variables are to be used as indicators of excessive credit growth. The Basel Committee recom-

mends using credit variables such as credit growth or the credit-to-GDP gap (i.e., the deviation of

the credit-to-GDP ratio from its long-term trend). However, the Committee leaves some flexibility,

stating that authorities are free to emphasize any other variables and qualitative information that

make sense to them to assess the sustainability of credit growth and the level of systemic risk. The

guidance proposes some examples of variables that may be useful indicators, such as various asset

prices, funding spreads, and CDS spreads, credit condition surveys, real GDP growth, and data on

the ability of non-financial entities to meet their debt obligations on a timely basis.

The literature has focused on augmenting countercyclical rules with asset prices or GDP, especially

in those instances in which monetary policy is constrained and macroprudential policy needs to

lend a helping hand in stabilizing the macroeconomy. However, the literature is silent on how the

use of credit spreads as a macroprudential indicator can affect the optimality of rules and welfare.

Then, along these lines, we propose countercyclical macroprudential rules that respond to credit

spreads, analyze their optimality both for supply and borrower-based measures, and assess their
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implications for welfare and macro-financial stability.

To motivate the choice of credit spreads as a meaningful indicator for macroprudential counter-

cyclical rules, first, we empirically test the validity of this variable by providing evidence on the

correlation of a credit spread indicator with credit booms. Then, we explicitly introduce this vari-

able into a Dynamic Stochastic General Equilibrium (DSGE) model. Our model features borrowers,

savers, and financial intermediaries. Borrowers are constrained in the amount they can borrow, as

they face a loan-to-value (LTV) ratio. Banks are constrained in the amount they can lend; that is,

they have a capital requirement ratio (CRR). In the model, the credit spread represents the gap

between the saver’s interest rate on deposits (linked one-to-one with the policy rate) and the bor-

rower’s interest rate on borrowing.

We use our model to assess to which extent macroprudential measures responding to credit spreads

may be welfare-improving. As a first experiment, we evaluate the welfare implications of intro-

ducing this variable in both a CRR and a LTV countercyclical rule. We find that credit spreads in

the CRR increase welfare, while this is not the case for the LTV rule. We then compute the opti-

mal parameters of a macroprudential rule, which includes both house prices and credit spreads, to

maximize welfare. We compare our results with a benchmark rule that includes only credit growth

as an indicator of the credit stance of the economy. Our results show the optimal weight the differ-

ent rules should attach to each indicator so that we can give relevant policy recommendations in

this respect. In particular, we find that the optimal weight on credit spreads is large and negative

for the capital requirement ratio rule, but close to zero for the loan-to-value rule. This result sug-

gests that the spread is a key variable for credit-supply side measures, but not for borrower-based

ones. In the case of the latter, welfare is enhanced by responding to house prices.

We also find that the augmented rules deliver more stability to the economy. However, we see that

stability comes at the expense of more volatility in inflation, which makes savers worse off. Savers,

being the owners of intermediate goods firms, are more concerned about sticky prices; therefore,

inflation volatility affects them more. Nevertheless, overall (for households and the whole econ-

omy), the augmented rule improves welfare.

The remainder of the paper is organized as follows. Section 2 describes the related literature.

Section 3 provides empirical motivation for considering the credit spread variable as a relevant al-
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ternative variable for countercyclical macroprudential policy. Section 4 presents the model setup,

while Section 5 shows the monetary and macroprudential policy rules. Section 6 presents the dy-

namics of the model. Section 7 describes our welfare measure and policy experiments. Section 8

concludes.

2 Related Literature

This paper is related to the literature that points out that credit spreads are a good indicator of the

financial stance. However, most of the existing literature is focused on monetary policy. Several

papers consider countercyclical policy responses to credit spreads to maintain financial stability

from the point of view of monetary policy.

For instance, Taylor (2008) recommends that, in a Taylor rule, "one possible approach to adjust-

ing the systemic component of monetary policy would be to subtract a smoothed version of [the]

spread from the interest rate target that would otherwise be implied by developments with infla-

tion and real growth GDP."

Similarly, from a theoretical point of view, Curdia and Woodford (2010) demonstrate that a stan-

dard monetary policy Taylor rule augmented with a negative adjustment for variations in credit

spreads improves welfare. The optimal size of the reaction to credit spreads depends on the source

of variation in credit spreads. Teranishi (2012) shows that a spread-adjusted Taylor rule is always

optimal under heterogeneous loan contracts but that the sign of the response to the credit spread

depends on the financial market structure. Caldara and Herbst (2019) empirically document that

the US monetary policy rule reacted systematically to variations in corporate credit spreads dur-

ing the Great Moderation. The effect is economically meaningful, with a ten basis-point increase

in spreads leading to a ten basis-point decrease in the FED funds rate.

Our paper also relates to the literature that tries to establish the best way to implement macropru-

dential policy to obtain financial stability. Similarly to the literature mentioned above, Tayler and

Zilberman (2016) study the economic implications of using credit spreads for the implementation

of monetary policy. However, they find that a monetary policy reaction to credit spreads can be

detrimental to welfare - as it is inflationary through the demand channel of monetary policy - and
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instead recommend implementing a Basel III-type countercyclical regulatory policy. Nevertheless,

the macroprudential rule does not explicitly respond to credit spreads in their model, as it is in

ours. In fact, unlike the monetary policy literature, the literature that considers credit spreads as

a relevant variable for countercyclical macroprudential policy has remained scarce. Although the

Basel Committee mentions credit spreads as a potential indicator for countercyclical buffer imple-

mentation (Basel Committee on Banking Supervision (2010)), the macroprudential literature has

yet to explicitly introduce this variable in their modeling of macroprudential policy rules, espe-

cially for borrower-side measures.

Nevertheless, Levine and Lima (2015) study the optimal coordination between monetary policy

and different macroprudential rules, including rules that respond to the credit spread, and Pozo

(2023) investigate the impact of macroeconomic and financial stability of similar rules. However,

unlike our paper, both articles focus on macroprudential instruments in the credit-supply sector

(a tax on loans, a subsidy on the net worth of banks, or a CCyB rule). In contrast, we offer in-

sights on the optimality of a response to credit spreads depending on the type of macroprudential

instrument (borrower-based measures vs. credit-supply measures). We do so in a model with col-

lateralized borrowing constraints that depend on the expected future value of housing assets. This

feature enables us to investigate welfare effects resulting from interactions between the real sec-

tor, the housing sector, and the credit sector, as simultaneous housing and credit busts commonly

characterize severe financial crises. We compare the advantages of using extra indicators (not just

credit growth itself) for the optimal implementation of different macroprudential rules. For that,

we propose credit spreads together with house prices to assess for which type of rules including

these indicators may be welfare enhancing.

3 Empirical motivation

Among the most straightforward indicators of stress in the financial sector during the 2008 Global

Financial Crisis and the Covid-19 crisis have been the unusual increases in (and volatility of) the

spreads between the interest rates at which different classes of borrowers can fund their activi-

ties. Beginning in the run-up to the Global Financial Crisis, we find evidence that corporate credit

5



spreads and household credit growth evolve in opposite directions in the US:1

Figure 1: Joint evolution of credit spread and credit growth

We find statistically significant negative correlations between corporate credit spread and a set of

variables usually monitored to evaluate credit conditions in the US over 1997 Q1-2023 Q3 (Table

1). The P-values are shown in brackets.

We also find a significant negative correlation between corporate credit spreads and real GDP

quarter-on-quarter growth, showing that credit spreads are countercyclical. Thus, as we approach

a recession, mortgage and household debt fall dramatically (due to a drop in credit availability,

higher delinquencies, etc.), and house price growth declines, whereas credit spreads rise. The in-

crease in the credit spread thus captures higher default risk and higher risk premia. In contrast,

lower credit spreads are associated with credit booms and expansions.

1For the corporate credit spread variable, we use the standard ICE BofA US Corporate Index Option-Adjusted
Spreads, which is the spread between a computed Option-Adjusted Spread index of all bonds considered investment
grade (rated BBB or above) and a spot Treasury curve. The index is constructed using the spread of each constituent
bond, weighted by market capitalization. For the growth rate of household debt, we calculated the quarterly growth
rate of total liabilities of households and nonprofit organizations from the Flow of Funds of US National Accounts.
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Correlations with corporate credit spread (%)
Total household debt QoQ growth (%) -0.48

(0.0000)
Mortgage household debt QoQ growth (%) -0.39

(0.0000)
House price QoQ growth (%) -0.49

(0.0000)
Real GDP QoQ growth (%) -0.35

(0.0002)

Table 1: Correlations between credit spread and other credit and macroeconomic variables

Credit spreads appear as a good alternative candidate to credit and house price growth variables

when conducting countercyclical macroprudential policies. In fact, in addition to being a good

indicator of credit booms and busts, credit spreads present specific characteristics relative to other

measures of credit condition. They are a price variable instead of a quantity variable, reflecting

risk perceptions, and they are more countercyclical in times of elevated stress, as documented by

Akinci and Queralto (2022), allowing one to design different macroprudential policy responses de-

pending on the cycle. Moreover, credit spreads are available in real time, differently from quantity

variables.

In addition, focusing on credit spreads makes it possible to disentangle between demand and sup-

ply conditions in credit markets, because credit spreads are a measure of excessive credit supply.

Thus, as emphasized in Giese et al. (2014), "before a crisis, we would expect spreads to be low if

risk premia were unsustainably compressed due to exuberant credit supply (e.g. before the current

crisis), whereas they may be at normal levels if credit growth reflected a greater balance between

demand and supply factors (e.g. before the secondary banking crisis and the small banks’ crisis)".

Moreover, since monetary policy rules responding to credit spreads can be associated with higher

inflation (Levine and Lima (2015), Tayler and Zilberman (2016)), focusing on the macroprudential

response to credit spreads appears as an empirically relevant alternative.

Therefore, in our paper, we evaluate whether a countercyclical macroprudential policy also re-

sponding to credit spreads improves welfare, depending on the type of macroprudential instru-

ment.
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4 Model Setup

The modeling framework is a DSGE model with banks and a housing market, following Iacoviello

(2015). The economy features patient and impatient households, bankers, and final-goods and

intermediate-goods firms. Households work and consume both consumption goods and housing.

Patient and impatient households are savers and borrowers, respectively. Financial intermediaries

intermediate funds across consumers. Bankers are credit constrained in how much they can bor-

row from savers, and borrowers are credit constrained with respect to how much they can borrow

from bankers. The representative firm converts household labor into the final good. The central

bank follows a standard Taylor rule for setting interest rates.

4.1 Savers

Savers maximize their utility function by choosing consumption, housing, and labor hours:

maxE0

∞∑
t=0

βts

[
logCs,t + j logHs,t −

(Ns,t)
η

η

]
,

where βs ∈ (0, 1) is the patient discount factor, E0 is the expectation operator, and Cs,t, Hs,t and

Ns,t represent consumption at time t, the housing stock and working hours, respectively. 1/ (η − 1)

is the labor supply elasticity, with η > 0. j > 0 constitutes the relative housing weight in the utility

function. Savers are subject to the following budget constraint:

Cs,t + dt + qt (Hs,t −Hs,t−1) =
Rs,t−1dt−1

πt
+ ws,tNs,t +Πt,

where dt denotes bank deposits, Rs,t is the gross return from deposits, qt is the price of housing

in units of consumption, ws,t is the real wage rate, and Πt is the aggregate profit of intermediate-

goods firms that are owned by savers. The first-order conditions for this optimization problem are

as follows:
1

Cs,t
= βsEt

(
Rs,t

πt+1Cs,t+1

)
(1)

qt
Cs,t

=
j

Hs,t
+ βsEt

(
qt+1

Cs,t+1

)
(2)

8



ws,t = (Ns,t)
η−1Cs,t. (3)

Equation (1) is the Euler equation, i.e., the intertemporal condition for consumption. Equation (2)

represents the intertemporal condition for housing, in which, at the margin, benefits from buying

housing assets equate costs in terms of consumption. Equation (3) is the labor-supply condition.

4.2 Borrowers

Borrowers solve:

maxE0

∞∑
t=0

βtb

[
logCb,t + j logHb,t −

(Nb,t)
η

η

]
,

where βb ∈ (0, 1) (with βb < βs) is the impatient discount factor, subject to the budget constraint

and the collateral constraint:

Cb,t +
Rb,tbt−1

πt
+ qt (Hb,t −Hb,t−1) = bt + wb,tNb,t,

bt ≤ kEt(
1

Rb,t+1
qt+1Hb,tπt+1),

where bt denotes bank loans and Rb,t is the gross interest rate. k can be interpreted as a loan-

to-value ratio. The borrowing constraint limits borrowing to a fraction of the present discounted

value of housing holdings. The first-order conditions are as follows:

1

Cb,t
= βbEt

(
1

πt+1Cb,t+1
Rb,t+1

)
+ λb,t,

j

Hb,t
= Et

(
1

Cb,t
qt − βbEt

(
qt+1

Cb,t+1

))
− λb,tEt

(
1

Rb,t+1
kqt+1πt+1

)
,

wb,t = (Nb,t)
η−1Cb,t,

where λb,t denotes the multiplier on the borrowing constraint.2 These first-order conditions can be

interpreted analogously to the ones of savers.

2Through simple algebra, one can show that the Lagrange multiplier is positive in the steady state, and thus, the
collateral constraint holds with equality.

9



4.3 Financial Intermediaries

Financial intermediaries solve the following problem:

maxE0

∞∑
t=0

βtf [logCf,t] ,

where βf ∈ (0, 1) is the financial intermediary discount factor, subject to the budget constraint:

Cf,t +
Rs,t−1dt−1

πt
+ bt = dt +

Rb,tbt−1

πt
,

where the right-hand side measures the sources of funds for the financial intermediary, i.e., house-

hold deposits and repayments from borrowers on previous loans. These funds can be used to pay

back depositors and to extend new loans, or can be used for consumption. As in Iacoviello (2015),

we assume that the bank, by regulation, is constrained by the amount of assets less liabilities, that

is, the bank faces a capital requirement ratio. We define capital as assets minus liabilities, so that

the fraction of capital relative to assets has to be larger than a certain ratio:

bt − dt
bt

≥ CRR.

Simple algebra shows that this relationship can be rewritten as:

dt ≤ (1− CRR) bt.

If we define γ = (1− CRR), we can reinterpret the capital requirement ratio condition as a stan-

dard collateral constraint, so that banks’ liabilities cannot exceed a fraction of its assets, which can

be used as collateral:

dt ≤ γbt,

where γ < 1. The first-order conditions for deposits and loans are as follows:

1

Cf,t
= βfEt

(
1

Cf,t+1πt+1
Rs,t

)
+ λf,t,
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1

Cf,t
= βfEt

(
1

Cf,t+1πt+1
Rb,t+1

)
+ γλf,t,

where λf,t denotes the multiplier on the financial intermediary’s borrowing constraint.3 The spread

is defined as the difference between the loan rate and the deposit rate.4

4.4 Final-Good Producers

A continuum of identical final-good producers operates under perfect competition and flexible

prices. They aggregate intermediate goods according to the following production function:

Yt =

[∫ 1

0
Yt (z)

ε−1
ε dz

] ε
ε−1

,

where ε > 1 is the elasticity of substitution between intermediate goods. The final-good firm

chooses Yt(z) to minimize its costs, resulting in the following demand of intermediate good z:

Yt (z) =

(
Pt(z)

Pt

)−ε

Yt.

The price index is then given by:

Pt =

[∫ 1

0
Pt (z)

1−ε dz

] 1
ε−1

.

4.5 Intermediate-Good Producers

The intermediate-good market is monopolistically competitive. Intermediate goods are produced

according to the following production function, as in Iacoviello (2015):

Yt (z) = AtNs,t (z)
αNb,t (z)

(1−α) ,

3Financial intermediaries have a discount factor βf < βs. This condition ensures that the collateral constraint of the
intermediary holds with equality in the steady state since λf =

βs−βf

βs
> 0.

4Note that in the model, we specify a loan-deposit spread whereas, as an illustration, we showed a corporate bond
spread in the previous empirical section, due to data availability.
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where α ∈ [0, 1] measures the relative size of each group in terms of labor.5 This Cobb-Douglas

production function implies that the labor efforts of constrained and unconstrained consumers

are not perfect substitutes. This specification is analytically tractable and allows for closed-form

solutions for the steady state of the model. This assumption can be economically justified by the

fact that savers are the managers of the firms and their wage is higher than that of the borrowers.6

At represents technology, and it follows the following autoregressive process:

log (At) = ρA log (At−1) + uAt,

where ρA is the autoregressive coefficient and uAt is a normally distributed shock to technology.

We normalize the steady-state value of technology to 1.

Labor demand is determined by:

ws,t =
1

Xt
α
Yt
Ns,t

and

wb,t =
1

Xt
(1− α)

Yt
Nb,t

,

where Xt is the markup or the inverse of the marginal cost.7 The price-setting problem for the

intermediate good producers is a standard Calvo-Yun setting. An intermediate good producer

sells its good at a price Pt (z) and 1 − θ ∈ [0, 1] is the probability of being able to change the sale

price in every period. The optimal reset price P ∗
t (z) solves:

∞∑
k=0

(θβs)
k Et

{
Λt,k

[
P ∗
t (z)

Pt+k
− ε/ (ε− 1)

Xt+k

]
Y ∗
t+k (z)

}
= 0, (4)

where ε/ (ε− 1) is the steady-state markup and Λt,k is the stochastic discount factor. The aggregate

price level is then given by:

Pt =
[
θP 1−ε

t−1 + (1− θ) (P ∗
t )

1−ε
]1/(1−ε)

. (5)

5Notice that the absolute size of each group is one.
6It could also be interpreted as the savers being older than the borrowers, therefore more experienced.
7Symmetry across firms allows us to write the demands without the index z.
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Using (4) and (5) and log-linearizing, we can obtain a standard forward-looking New Keynesian

Phillips curve π̂t = βsEtπ̂t+1−ψx̂t, that relates inflation positively to future inflation and negatively

to the markup (ψ ≡ (1− θ)(1− βsθ)/θ).8

4.6 Equilibrium

The total supply of housing is fixed and is normalized to unity. The market-clearing conditions are

as follows:

Yt = Cs,t + Cb,t + Cf,t,

and

Hs,t +Hb,t = 1.

5 Modelling Monetary and Macroprudential Policies

In the standard New Keynesian model, the central bank aims at minimizing output and inflation

variability to reduce the distortion introduced by nominal rigidities and monopolistic competition.

However, in models with collateral constraints, welfare analysis and the design of optimal policies

involve several issues not considered in standard sticky-price models. There are two types of dis-

tortions in models with constrained individuals: price rigidities and credit frictions. This feature

creates conflicts and trade-offs between borrowers, savers, and banks.

Savers may prefer policies that reduce the price stickiness distortion. However, borrowers may

prefer a scenario in which the pervasive effect of the collateral constraint is softened. Borrow-

ers operate in a second-best situation. They consume according to the borrowing constraint, as

opposed to savers who follow an Euler equation for consumption. Borrowers cannot smooth con-

sumption by themselves, but a more stable financial system would provide them with a setting in

which their consumption pattern is smoother. In turn, banks may prefer policies that ease their

capital constraint since capital requirement ratios distort their ability to smooth consumption.

8Variables with a hat denote percent deviations from the steady state.
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5.1 Monetary Policy

For monetary policy, we consider a Taylor rule, which responds to inflation and output growth:

Rt = (Rt−1)
ρ

(
π
(1+ϕR

π )
t (Yt/Yt−1)

ϕR
y R

)1−ρ

,

where 0 ≤ ρ ≤ 1 is the parameter associated with interest rate inertia, and ϕRπ ≥ 0 and ϕRy ≥ 0

measure the response of interest rates to current inflation and output growth, respectively.

5.2 Countercyclical Macroprudential Rules

Following the Basel III guidelines, we use rules that respond to credit growth as a benchmark

macroprudential rule (both for CRR and the LTV ratio). These rules are analogous to the rule for

monetary policy, but they use the CRR and the LTV ratio as instruments:

CRRt = CRRSS

(
bt
bt−1

)ϕb

.

This rule states that whenever the regulator observes that credit is growing, it automatically in-

creases the CRR to avoid an excess in credit.

In the same way, we propose a macroprudential rule that takes the LTV ratio as an instrument:

LTVt = LTVSS

(
bt
bt−1

)−ϕb

.

In this case, the rule states that when the regulator observes credit growth, the LTV decreases. We

then propose an augmented Taylor-type rule that includes not only credit growth but also house

prices and the spread to explicitly promote stability and reduce systemic risk.

CRRt = CRRSS

(
bt
bt−1

)ϕb
(

qt
qt−1

)ϕq
(

spt
spt−1

)−ϕsp

.

This rule imposes that whenever the regulator observes that credit is growing, house prices are

increasing, or the credit spread narrows, the CRR will increase.

Similarly, we propose the following augmented macroprudential rule with the LTV as an instru-
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ment:

LTVt = (LTVSS)

(
bt
bt−1

)−ϕb
(

qt
qt−1

)−ϕq
(

spt
spt−1

)ϕsp

.

In this case, the LTV will decrease if the regulator observes a credit boom coming from any of the

three indicators.

6 Simulations

6.1 Parameter values

The discount factor for savers, βs, is set to 0.99, so the annual interest rate is 4% in the steady

state. The discount factor for borrowers is set to 0.98.9 As in Iacoviello (2015), we set the discount

factors for the bankers at 0.965, which, for a bank leverage parameter of 10%, implies a spread

of about 1 percent (on an annualized basis) between lending and deposit rates. The steady-state

weight of housing in the utility function, j, is set to 0.1 for the ratio of housing wealth to GDP to

be approximately 1.40 in the steady state, consistent with the US data. We set η = 2, implying a

value of the labor supply elasticity of 1.10 For the parameters controlling leverage, we set k in line

with Iacoviello (2005) and Iacoviello (2015) for US data. γ is the parameter governing the CRR,

which we set according to the Basel III regulation (10.5%). The labor income share for savers α is

set to 0.64, following the estimate in Iacoviello (2005). We assume that technology, At, follows an

autoregressive process with 0.90 persistence and a normally distributed shock.11 In the following

simulations and experiments, we use an illustrative standard deviation of the TFP shock of 1%.

Table 2 summarizes the parameter values used.

9Lawrance (1991) estimated discount factors for poor consumers between 0.95 and 0.98 at a quarterly frequency. We
take the most conservative value.

10Microeconomic estimates usually suggest values in the range of 0 and 0.5 (for males). Domeij and Flodén (2006)
show that in the presence of borrowing constraints, this estimate could have a downward bias of 50%.

11The persistence of the shock is consistent with the estimates in Iacoviello and Neri (2010).
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Parameter Values
βs 0.99 Discount Factor for Savers
βb 0.98 Discount Factor for Borrowers
βf 0.965 Discount Factor for Banks
j 0.1 Weight of Housing in Utility Function
η 2 Parameter associated with labor elasticity
k 0.90 Loan-to-value ratio
α 0.64 Labor income share for Savers
θ 0.75 Calvo probability of fixed price
γ 10.5% Capital requirement ratio
ρA 0.9 Technology persistence
ρ 0.8 Interest rate smoothing
ϕπ 0.5 Reaction to inflation in the monetary policy rule
ϕy 0.5 Reaction to output in the monetary policy rule

Table 2: Summary of Parameter Values

6.2 Dynamics

In this section, using the model and the parameter values described above, we show the dynamics

generated by the model. To have a meaningful model before moving to the policy experiments,

we compute impulse responses of the main macro and financial variables that are relevant to the

analysis.

Figure 2 displays the impulse responses to a technology shock. We pick this shock as a paradig-

matic example of a supply-side shock, which is standard in the RBC and New Keynesian literature.

This illustration intends to show that our model behaves sensibly following a well-known shock.

As expected, output increases, and inflation decreases in response to the shock. Technology shocks

make production more efficient, which is why the economy can produce more at a lower price. In

terms of housing and financial variables, we see that the increase in house prices and the decrease

in interest rates generate a collateral effect for borrowers. Thus, both credit and investment in

mortgaged houses increase. In terms of spread, it decreases. Thus, house prices and credit go up,

whereas credit spreads go down. Therefore, the model predicts a negative comovement between

spreads and credit/housing variables, as in the data.
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Figure 2: Impulse response functions

Given that the model generates impulse responses that are in line with empirical evidence, we

proceed with the policy experiments in the next section.

7 Optimal Policy

7.1 Welfare Measure

To assess the normative implications of the different policies, we numerically evaluate household

welfare in each case. As discussed in Benigno and Woodford (2012), the two approaches that have

been used for welfare analysis in DSGE models include characterizing the optimal Ramsey policy

or solving the model using a second-order approximation to the structural equations for a given

policy and then evaluating welfare using this solution. Following, for example, Rubio (2020), we
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take this latter approach to be able to evaluate the welfare of the three types of agents separately12

The individual welfare for savers, borrowers, and the financial intermediary, respectively, writes

as follows:

Ws,t ≡ Et

∞∑
m=0

βms

[
logCs,t+m + j logHs,t+m − (Ns,t+m)η

η

]
,

Wb,t ≡ Et

∞∑
m=0

βmb

[
logCb,t+m + j logHb,t+m −

(Nb,t+m)η

η

]
,

Wf,t ≡ Et

∞∑
m=0

βmf [logCf,t+m] .

We aggregate welfare as a weighted sum of the individual welfare for the different types of house-

holds. Each agent’s welfare is weighted by her discount factor, respectively, so that all the groups

receive the same level of utility from a constant consumption stream. Then, we can define house-

hold welfare as:

Wh,t = (1− βs)Ws,t + (1− βb)Wb,t,

and total welfare as:

Wt = (1− βs)Ws,t + (1− βb)Wb,t + (1− βf )Wf,t.

7.2 Policy experiments

We now present the policy experiments related to our research question. We intend to show that

macroprudential rules augmented with credit spreads are welfare improving. We also introduce

house prices in the augmented rule to include an extra demand-side measure.

First, to gain some intuition, as an illustration, we calculate the welfare gains associated with in-

cluding only credit spreads (in addition to credit) in the CCR and the LTV rule.13 This indicator is

a non-standard measure of the credit stance of the economy, which implies that we need to under-

12We used the software Dynare to obtain a solution for the equilibrium implied by a given policy by solving a second-
order approximation to the constraints, then evaluating welfare under the policy using this approximate solution, as
in Schmitt-Grohé and Uribe (2004). See Monacelli (2008) for an example of the Ramsey approach in a model with
heterogeneous consumers.

13Note that in this first experiment, to isolate the effect of including credit spreads in the rules, we do not include
house prices.
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stand first what the implications of introducing this measure for welfare are.

In Figure 3, taking as a benchmark macroprudential rules that respond only to credit, as the Basel

III committee prescribes, we introduce credit spreads in the rule to check if augmenting the rule

is welfare-improving. We do this separately for the LTV and the CRR rule by shutting down the

CRR rule when looking at the LTV rule and conversely. We set the Taylor rule parameter on credit

equal to 0.5 as an arbitrary benchmark for this first illustrative experiment.

Figure 3: CRR and LTV rules. Welfare value for different weights on the spread.

We find that a CRR rule responding to credit spreads and credit performs better than a rule re-

sponding only to credit. However, an LTV rule responding to credit spreads and credit performs

worse than a rule responding only to credit. These first results seem to indicate that credit spreads,

because they are a supply-side indicator, are useful for supply-side measures but not for borrower-

based or demand-side ones like the LTV. For the LTV, it may be the case that an extra demand-side

indicator, such as house prices, works better. Therefore, in our following optimized parameter

exercises, following this intuition, we also include house prices when augmenting the macropru-
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dential rules.

Table 3 presents our main policy experiments; that is the optimized parameters for the CRR and the

LTV ratio macroprudential rules. We take a macroprudential countercyclical rule which responds

only to credit as a benchmark, both for the LTV and the CRR. This type of rule would correspond

to a standard benchmark rule prescribed by the Basel Committee. Then, we augment the rule to

include our proposed new indicator, credit spreads. However, in light of the results found above,

we also augment the rule with house prices. We search for the parameters that maximize welfare

in both the CRR and LTV ratio rules. We run the experiment separately for each rule, shutting

down the alternative rule.

Optimized Parameters Benchmark Rule Augmented Rule
ϕCRR
b 0.15 0.02
ϕCRR
sp - -1.92
ϕCRR
q - 0.001
ϕLTV
b -1.75 -0.57
ϕLTV
sp - 0.001
ϕLTV
q - -0.21

Table 3: Optimized macroprudential rules

When we only look at the benchmark rule, the one only responding to credit, we find that it is

optimal for the LTV rule to respond more strongly to credit than the CRR rule. The LTV rule needs

to be more active than the CRR to maximize welfare. We then augment both rules with the above-

mentioned extra variables. In line with our previous exercise, we find that if we augment the rule,

the optimal CRR rule responds very strongly to the spread. Credit spreads seem to be an excellent

indicator for countercyclical CRR rules. However, in line with our intuition, responding to the

spread is not welfare enhancing in the case of the LTV ratio. On the contrary, responding to house

prices increases welfare. Thus, the spread appears to be important for credit-supply macropruden-

tial measures but not for borrower-based ones. House prices are the variable that matters for the

latter.

In light of these results, we can conclude that rules that respond only to credit may give a partial

picture of the credit conditions of the economy. Augmenting the rules with other credit-related
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variables increases welfare. Nevertheless, regulators should be careful with the extra indicators

that they are using: depending on whether the macroprudential measure is demand or supply-

side related, the relevant indicator might differ. As an example, we have found that credit spreads

are a good indicator for CRR rules but not such for LTV rules. House prices are more relevant for

the latter case.

To understand the source of the welfare gains in the optimized augmented rules, we compute the

consumption equivalent gain for all the agents of the model. We also include the aggregate house-

hold welfare gain and the total welfare.

In Table 4, we see that using the augmented rules benefits the economy. The only group that does

not see a gain is the savers; the rest of the agents find a welfare-improving situation. This makes

sense because borrowers and banks are directly affected by collateral constraints. Because borrow-

ers are affected by the LTV ratio constraint, having a welfare-improving rule that includes house

prices benefits them. As banks are affected by the CRR constraint, a rule that includes the credit

spread is beneficial for them. As for the savers, they care about the sticky-price distortion but not

about the collateral distortion.

Optimized Augmented Rule Welfare Gain
Borrowers 0.082

Savers -0.044
Households 0.034

Banks 0.803
Total 0.866

Table 4: Welfare gains (Consumption Equivalents)

Table 5 shows the optimized augmented rules’ effects on macroeconomic and financial stability.

This table reports the standard deviations of inflation, output, credit, and house prices. The first

two standard deviations, i.e., inflation and output, correspond to macroeconomic stability. The last

two, i.e., credit and house prices, relate to financial stability. This analysis helps understand where

the welfare gains found in Table 4 come from.
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Macro-Fin Stability Optimized Benchmark Optimized Augmented
σπ 0.3244 0.3328
σy 1.8026 1.7922
σb 0.4919 0.4827
σq 2.0118 2.0074

Table 5: Volatility of macro-financial variables

We see that financial stability comes at the expense of more volatility in inflation, which is what

makes savers worse off. Savers, being the owners of the intermediate-good firms, are concerned

by sticky prices. Therefore, inflation volatility affects them more. This increase in inflation volatil-

ity explains why savers are worse off with the augmented rules. However, financial stability is

positively affected by including the new indicators in the macroprudential rules. Credit spreads

in the CRR rule, and house prices in the LTV ratio rule, reduce the volatility of credit and house

prices. This is welfare-enhancing for borrowers and banks. Overall, for households and the total

economy, the optimized augmented rules increase welfare.

8 Concluding Remarks

In this paper, we explore the use of credit spreads as an indicator for macroprudential policy.

The Basel Committee advocates for countercyclical macroprudential rules that respond to credit

variables (i.e., credit-to-GDP, credit growth, etc.) and leaves it open to include other indicators in

the rules, such as funding spreads and asset prices. In our analysis, we first empirically analyze

the relationship between credit spreads and the financial side of the economy. This empirical fact

motivates the use of the credit spread as a good indicator of the financial stance.

Then, we build a DSGE model that generates impulse responses in which the correlation between

credit spreads, credit quantity, and the housing market observed in the data is present. Our DSGE

model includes a countercyclical macroprudential rule for the CRR, as an example of a credit-

supply macroprudential policy measure, and a countercyclical rule for the LTV ratio, representing

a demand-side macroprudential measure.

Because our proposal is novel in the literature, to get some intuition, we analyze the effects on
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welfare of including credit spreads in both rules as a first step. We find that introducing credit

spreads in macroprudential rules is welfare-improving for CRR rules but not for LTV rules. This

result suggests that the spread is a key variable in credit-supply side measures, but house prices,

as suggested by the Basel Committee, would work better for demand-side measures.

With this intuition in mind, we then calculate the optimized parameter values for a rule for the

CRR and the LTV ratio, which responds to credit, house prices, and the spread. We find that

for the benchmark case (a standard rule just responding to credit), it is optimal for the LTV rule

to react more strongly to credit than the CRR rule. However, if we augment the rule, the CRR

rule responds very strongly to the spread. In the case of the LTV, responding to the spread is not

important; reacting to house prices matters more. The spread seems relevant for credit-supply

measures but not borrower-based ones, and house prices are more relevant for the latter.

We also find that the augmented rules deliver more financial stability to the economy, which is

why borrowers and banks who are affected by collateral constraints, see welfare gains. However,

financial stability comes at the expense of higher volatility in inflation, which makes savers worse

off. Savers, being the owners of intermediate-goods firms, are more concerned about sticky prices;

therefore, inflation volatility affects them more. In any case, for households as a whole and the

total economy, augmenting the rules to include extra variables such as house prices and the credit

spread is welfare-improving.
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