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Abstract

The asymptotic power properties of fixed-T panel unit root tests allowing for serially
correlated error terms are examined by deriving their asymptotic local power functions.
This is done for dynamic panel data models allowing for individual effects or individual
effects and incidental trends. For the first model, the paper shows that an instrumental
variables (IV) based test statistic, which exploits orthogonal moment conditions of the
demeaned by their initial observations individual series of the panel, performs better
than least squares (LS) tests based on the "within group" transformation of the series.
Allowing for serial correlation reduces the power of the IV based test. This reduction
however is unimportant in the case of positive serial correlation of the error terms.
For the panel data model with incidental trends, the paper shows that LS based test
statistics relying on "within group" or forward deviations transformations of the data
have non-trivial power in the natural root-N neighborhood of unity, if the errors terms
are negatively correlated. This power is retained even in panels with small N . For
the IV based test statistic, the asymptotic local power function constitutes a poor
approximation of its true power, even in large N panels.
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1 Introduction

Panel unit root test statistics assuming fixed (finite) time dimension (T ) and large cross-

sectional dimension (N) have received much interest in the literature over the last decade

because of their very good small sample properties. Early contributions in this area include

the test statistics suggested by Sargan and Bhargava (1983), Breitung and Meyer (1994),

Harris and Tzavalis (1999, 2004), Kruiniger and Tzavalis (2002), Bond et al. (2005), De

Wachter et al. (2007), Kruiniger (2008), Han and Phillips (2010) and De Blander and

Dhaene (2011).

In this paper, we derive analytically the limiting distribution of fixed-T panel unit root

tests allowing for serial correlation under local alternatives and, then, we study the as-

ymptotic power properties of these tests. Despite the plethora of studies for large-T panel

unit root tests,1 there are a few studies in the literature investigating the asymptotic local

power properties of fixed-T panel unit root tests (see, e.g., Bond et al. (2005) and Madsen

(2010)). These studies are focused on panel data unit root tests which assume white noise

error terms and consider panel data models without incidental trends. Allowing for serial

correlation of the error terms, or higher order dynamics of panel data models, can affect the

power performance of fixed-T panel unit root tests in small samples. The effects of serial

correlation on the power of these tests have been studied through Monte Carlo simulations

by De Blander and Dhaene (2011). Our paper considers fixed-T unit root tests for the panel

data autoregressive model with individual effects and for that allowing also for incidental

trends.

Several contributions are made by the paper. First, it is shown that, for the model

with individual effects, the instrumental variables (IV) based test statistic suggested by De

Wachter et al. (2007) is a very powerful test statistic. To allow for serial correlation and

to remove the panel data initial conditions nuisance effects on testing for unit roots, this

test statistic exploits orthogonal moments of panel data individual series demeaned by their

initial observations under the null hypothesis of unit roots. It is found to have higher power

than the least squares (LS) based test statistic suggested by Kruiniger and Tzavalis (2002).2

The latter relies on the "within group" transformation matrix to become invariant to initial

conditions. For large T , scaled appropriately with T the IV based test statistic reaches its

maximum power, which equals that of the common-point optimal test of Moon et al. (2007).

Second, allowing for serial correlation has a different impact on the power of each of

the fixed-T panel unit root tests examined. This was expected, since the moments used in

estimation and testing procedures under serial correlation of the error terms are exploited

differently in every test. The power loss of the tests is more severe when the degree of serial

1See, e.g., Moon and Phillips (1999), Breitung (2000), Moon and Perron (2004), Moon et al. (2007),
Moon and Perron (2008), Harris et al. (2010).

2A similar statistic is also presented by Moon and Perron (2004) for large-T panels.
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correlation is large and negative. In this case, the "within group" LS based test statistic

becomes biased. In the case of positive serial correlation, the power reductions of the IV

based test statistic are unimportant, while the "within group" LS based test displays power

gains.

Third, fixed-T panel unit root tests suffer from the "incidental trends problem", as their

corresponding large-T tests. However, this problem appears in the case of no serially corre-

lated error terms. In this case, the asymptotic power of the LS based test statistics relying

on either the "within group" transformation of the individual series of the panel or on their

forward orthogonal deviations transformation, suggested by Breitung (2000), have both triv-

ial power. However, under negative serial correlation of the error terms, both tests above

have non-trivial power. This power is retained in small samples even under positive serial

correlation. The IV based test statistic, which relies on a first-difference transformation of

the data to avoid estimating incidental trends, is found to have asymptotic local power even

in the case of no serially correlated error terms. But, as shown by Monte Carlo simulations,

the asymptotic local power function constitutes a very bad approximation of the true power

of this test.

The paper is organized as follows. Section 2 introduces the fixed-T test statistics and

presents the required assumptions for the derivation of the asymptotic results. Section 3

derives the asymptotic local power functions and provides results on the behavior of the tests.

Section 4 conducts a small Monte Carlo exercise to examine the small sample performance

of the asymptotic results and Section 6 concludes the paper. All proofs are relegated to the

Appendix. In the following, we name the main diagonal of a matrix as ”diagonal 0”, the

first upper diagonal as ”diagonal +1”, the first lower diagonal as ”diagonal −1” etc.

2 Models and Assumptions

Consider the following first order autoregressive panel data models with individual effects:

M1 : yi = ϕyi−1 + (1− ϕ)aie+ ui, i = 1, ..., N. (1)

M2 : yi = ϕyi−1 + (1− ϕ)aie+ ϕβi + (1− ϕ)βiτ + ui. (2)

where yi = (yi1, ..., yiT )′ and yi = (yi0, ..., yiT−1)′ are (TX1) vectors, ui is the (TX1) vector of

error terms uit, and ai and βi are the individual coeffi cients of the deterministic components

of the models. ai coeffi cients reflect individual effects of the panel, while βi capture the

slopes of individual linear trends, referred to as incidental trends. The (TX1) vector e has

elements et = 1, for t = 1...T , and τ t = t is the time trend.
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To study the asymptotic local power of fixed-T unit root tests, define the autoregressive

coeffi cient ϕ as ϕN = 1− c√
N
. Then, the hypothesis of interest becomes

H0 : c = 0 (3)

H1 : c > 0, (4)

where c is the local to unity parameter. The asymptotic distributions of fixed-T panel unit

root test statistics allowing for serial correlation or heteroscedasticity in error terms uit under

the sequence of local alternatives ϕN can be derived by making the following assumptions.

Assumption 1: (1.a){ui} constitutes a sequence of independent normal random vectors
of dimension (TX1) with mean E(ui) = 0 and variance-autocovariance matrix E(uiu

′
i) =

Γ ≡ [γts], where γts = E(uituis) = 0 for s = t+pmax +1, ..., T, and pmax ≤ T−2. (1.b) γtt > 0

for at least one t = 1, ..., T. (1.c) The 4 + δ− th population moments of ∆yi, i = 1, ..., N are

uniformly bounded. That is, for every l ∈ RT such that l′l = 1, E(|l′∆yi|4+δ) < B < +∞
for some B, where ∆ is the difference operator. (1.d) l′V ar(vec(∆yi∆y′i)l > 0 for every

l ∈ R0.5T (T+1) such that l′l = 1.

Assumption 2: The individual coeffi cients ai and βi, and the initial observations of
models M1 and M2, yi0, satisfy the following conditions: E(uitai) = 0, E(uitβi) = 0 and

E(uityi0) = 0, for t = 1, ..., T and i = 1, ..., N , and V ar(yi0) < +∞.
Assumption (1.a) implies that the order of serial correlation of error term uit can be

at most T − 2. It requires the existence of at least one moment condition in conducting

inference about the true value of ϕN , which is free of correlation nuisance parameters. That

is, it implies that, at least, γ1T = γT1 = 0. This assumption can be strengthened to allow
for a smaller order of serial correlation. If p is the order of serial correlation assumed by

the researcher and p∗ the true order, then the limiting distribution of ϕN is valid as long as

p ≥ p∗. Choosing p > p∗ means selecting fewer than possible moments for inference. For a

discussion, on how to estimate the true order of serial correlation, p∗, see Hayakawa (2010).

Assuming normality in the error terms allows for closed form representations of the variances

of the limiting distributions of the tests.

Assumption (1.b) imposes finite fourth moments on initial conditions yi0, error terms uit
and individual coeffi cients ai and βi of models M1 and M2. Along with assumptions (1.c)

and (1.d), they allow application of the Markov LLN and the Lindeberg -Levy CLT, and

ensure that all quantities in the denominators of the estimators of ϕN are non-zero.

Assumption 2 is required only when c > 0. Under null hypothesis H0: c = 0, all test

statistics considered in the paper are invariant to yi0 and/or coeffi cients αi and βi. This is

achieved either by subtracting yi0 from the levels of all individual series yit of models M1

and M2 (see IV, FOD and FDIV statistics, in next section),3 or by the "within group”

3This approach is suggested by Schmidt and Phillips (1992), for single time series, and Breitung and
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transformation of yit (see WG and WGT statistics).4 Under the local alternative hypothesis

H1: c > 0, the assumption that V ar(yi0) < +∞ allows for constant, random and mean

stationary initial conditions. Covariance stationary of yi0, implying V ar(yi0) = σ2

1−ϕ2N
(see

Kruiniger (2008) and Madsen (2010)) is not considered. This is because, as is also noted

by Moon et al. (2007), this assumption implies that V ar(yi0) → ∞ when ϕN → 1, which

means that the variance of the initial condition increases with the number of cross-section

units, which is not meaningful for cross-section data sets.

To study the asymptotic local power of the tests, we employ a "slope" parameter, denoted

as k, which is found in local power functions of the form

Φ(za + ck),

where Φ is the standard normal cumulative distribution function and za denotes the α-level

percentile. Since Φ is strictly monotonic, a larger k means greater power, for the same value

of c. If k is positive, then the tests will have non-trivial power. If it is zero, they will have

trivial power, which is equal to a, and if it is negative they will be biased.

3 Asymptotic local power functions

This section presents the fixed-T panel unit root test statistics considered and it derives their

limiting distributions under the sequence of local alternatives. The first part of the section

presents results for model M1, while the second for model M2.

3.1 Individual intercepts

The IV panel unit root test statistic (see De Wachter et al. (2007)): This test statistic
assumes an order of serial correlation p and it is based on transformation of the individual

series of the panel in deviations from their initial conditions, given as zit = yit − yi0. The
statistic becomes invariant to the serial correlation effects by exploiting the following moment

conditions:

E

[
T−p−1∑
t=1

zitui,t+p+1(ϕ)

]
= 0, i = 1, ..., N , (5)

Meyer (1994) for the individual series of panel data models with individual effects.
4This transformation means that one subtracts the means of the individual series of the panel from their

levels, across all units. This transformation is also made by Dickey and Fuller (1979) in their unit root test,
for single time series. It is also employed by the panel unit root tests of Harris and Tzavalis (1999), and
Levin et al. (2002).
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and it is based on the IV estimator

ϕ̂IV =

(
N∑
i=1

T−p−1∑
t=1

zitzit+p

)−1( N∑
i=1

T−p−1∑
t=1

zitzit+p+1

)
. (6)

The moments given by (5) can be rewritten in matrix notation as follows:

E(z′i−1Πpui) = 0, (7)

where Πp is a (TXT ) matrix selecting zero-mean moments, according to (5), and zi−1 =

yi−1 − yi0e. In particular, Πp has ones in the pth diagonal and zeros everywhere else. Given

the definition of Π, the above IV estimator can be rewritten as

ϕ̂IV = (
N∑
i=1

z′i−1Πpzi−1)−1(
N∑
i=1

z′i−1Πpzi) (8)

The asymptotic distribution of the IV based unit root test statistic under the sequence of

local alternatives ϕN = 1− c√
N
is derived in the next theorem.

Theorem 1 Under Assumptions 1, 2 and the assumption that the order of serial correlation
is at most p, we have √

NV
−1/2
IV (ϕ̂IV − 1)

d−→ N(−ckIV , 1), (9)

as N →∞, where
kIV =

1√
VIV

(10)

and VIV = 2tr((AIV Γ)2)
tr(Λ′ΠpΛΓ)2

, with AIV = 1
2
(Λ′Πp+Π′pΛ), is the variance of the limiting distribution

of ϕ̂IV . The definition of matrix Λ is given in the appendix (see proof of the theorem).

The limiting distribution of the IV test statistic given by Theorem 1 nests the distribu-

tions of it under the null and alternative hypotheses H0: c = 0 and H1: c > 0, respectively.

For c = 0, (9) gives the distribution of the test statistic under H0, derived by De Wachter et

al. (2007). The test statistic of Breitung and Meyer (1994) can be seen as a special case of

the IV test, for p = 0.5 The only unknown quantity in the variance is Γ, which is required for

the estimation of the variance of the limiting distribution of ϕ̂IV , VIV . If Γ = σ2
uIT , where

IT is the (TXT ) identity matrix, then no estimation of Γ is needed since σ2
u is cancel out

from both the nominator and denominator of ϕ̂IV . In the more general case that Γ 6= σ2
uIT ,

an estimator of Γ can be obtained under null hypothesis H0: c = 0 as

Γ̂ =
1

N

N∑
i=1

∆yi∆y
′
i, (11)

5As Bond et al. (2005) show, in this case ϕ̂IV can be also seen as a maximum likelihood estimator of ϕ.
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since ∆yi = ui under this hypothesis.

The results of Theorem 1 show that the IV test statistic has always non-trivial power,

since the slope parameter of the local power function kIV is always positive. This parameter

depends on the time dimension of the panel T , the assumed order of serial correlation p and

the form of serial correlation considered by variance-covariance matrix Γ. In the case where

error terms uit follow MA(1) process

uit = vit + θvit−1, for all i, (12)

with vit ∼ NIID(0, σ2
u), then an closed form of kIV , defined as kIV (p, θ) for different values

of p and θ, is given in the next corollary.

Corollary 1 If error terms uit follow MA(1) process (12), and Assumptions 1 and 2 hold,
then slope parameter kIV (p, θ) is given as

kIV (0, 0) =

√
1

2
(T 2 − T ) (13)

and kIV (1, θ) =
D1,IV θ

2 +D2,IV θ +D1,IV√
R1,IV θ

4 +R2,IV θ
3 +R3,IV θ

2 +R2,IV θ +R1,IV

(14)

where Di,IV and Rj,IV , for i = 1, 2 and j = 1, 2, 3, are functions of T given in the appendix.

Closed form solutions of kIV (2, 0) and kIV (3, 0) are also given in the appendix.
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The results of Corollary 1 can be employed to examine how the values of nuisance pa-

rameter θ affect the local power of the IV based panel unit root test statistic. To this end,

Figure 1 presents values of kIV (p, θ) across T , for p ∈ {0, 1} and θ ∈ {−0.9,−0.5, 0, 0.5, 0.9}.
Inspection of Figure 1 clearly indicates that the IV test statistic has its maximum as-

ymptotic local power, when p = 0 and θ = 0. This can be attributed to the fact that, in this

case, the test exploits the maximum number of possible moment conditions in (5). If p = 1

(implying that one moment condition is lost), then the power of the test decreases. Finally,

the test has much higher power if θ > 0 than θ < 0. This can be attributed to the fact that

θ > 0 increases the variability of yit, thus making it easier for the test to distinguish between

hypotheses H0: c = 0 and H1: c > 0. In this case, the variance of estimator ϕ̂IV decreases.

On the other hand, θ < 0 reduces the variability of yit and thus, the IV test statistic is

harder to distinguish H0: c = 0 from H1: c > 0. Independently of the sign of θ, the plotted

values of kIV (p, θ), given by Figure 1, clearly indicate that the power of the IV test increases

with T .

The WG panel unit root test statistic (see Kruiniger and Tzavalis (2002)): This test
statistic becomes invariant to initial conditions yi0 of the panel by taking the "within group"

transformation of the individual series yit, using the annihilator matrix Q = IT − e(e′e)−1e′,

where IT is the (TXT ) identity matrix. Then, the least squares estimator of the transformed

series is given as

ϕ̂WG = (
N∑
i=1

y′i−1Qyi−1)−1(
N∑
i=1

y′i−1Qyi). (15)

Since ϕ̂WG is not a consistent estimator of ϕ, due to the above transformation of yit and the

presence of serial correlation in error terms uit, Kruiniger and Tzavalis (2002) suggested the

following fixed-T WG test statistic:

√
Nδ̂WG

(
ϕ̂WG − 1− b̂WG

δ̂WG

)
d−→ N(0, VWG), (16)

or
√
NV

−1/2
WG δ̂WG

(
ϕ̂WG − 1− b̂WG

δ̂WG

)
d−→ N(0, 1),

which corrects estimator ϕ̂WG for the above two sources of its inconsistency, where δ̂WG =

1
N

N∑
i=1

y′i−1Qyi−1 is the denominator of estimator ϕ̂WG scaled by N ,
b̂WG

δ̂WG
=

tr(Ψp,WGΓ̂)

δ̂WG
is a

consistent estimator of the inconsistency of ϕ̂WG, given as
tr(Λ′QΓ)
tr(Λ′QΛΓ)

, and Ψp,WG is a (TXT )-

dimension selection matrix having in its −p, .., 0, ...p diagonals the corresponding elements

of matrix Λ′Q, and zero everywhere else. Γ̂ = 1
N

N∑
i=1

∆yi∆y
′
i and VWG = 2tr((AWGΓ)2) is the

variance of the limiting distribution of the corrected for its inconsistency LS estimator ϕ̂WG,
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where AWG = 1
2
(Λ′Q+QΛ−Ψp,WG−Ψ′p,WG).6 This variance can be consistently estimated

provided consistent estimates of Γ. As for the IV test statistic, this can be done based on

(11).

The WG unit root test statistic is based on the same testing principle with the IV

test statistic, described above. It exploits moments of the numerator of ϕ̂WG which have

zero mean under H0: c = 0. But, this now is done for the corrected for its inconsistency

estimator ϕ̂WG − 1 − b̂WG

δ̂WG
through the selection matrix Ψp,WG.7 Moon and Perron (2004)

have suggested a version of the WG test statistic for the case that both N and T go infinity.

The next theorem gives the limiting distribution of the WG statistic under the sequence of

local alternatives ϕN = 1− c√
N
.

Theorem 2 Under Assumptions 1, 2 and the assumption that the order of serial correlation
is at most p, we have

√
N V

−1/2
WG δ̂WG

(
ϕ̂WG − 1− b̂WG

δ̂WG

)
d−→ N(−ckWG, 1), (17)

as N →∞, where

kWG =
tr(Λ′QΛΓ) + tr(F ′QΓ)− tr(Ψp,WGΛΓ)− tr(Λ′Ψp,WGΓ)√

VWG

(18)

and F = dΩ
dϕ
|ϕ=1, where Ω is given in the appendix.

The results of Theorem 2 indicate that annihilator matrix Q and the inconsistency correc-

tion of estimator ϕ̂WG,
b̂WG

δ̂WG
, based on Ψp,WG, makes more complex the local power function.

As equation (18) shows, the slope parameter of this function kWG depends on the following

quantities: tr(Λ′QΛΓ), tr(F ′QΓ), tr(Ψp,WGΛΓ) and tr(Λ′Ψp,WGΓ). The first two quantities

6Note that the WG test statistic, given by 16, has been reformulated to avoid computing selection matrix
S of Kruiniger and Tzavalis (2002), which is very demanding. The relationship between the two alternative
formulations of the test statistics can be seen by noticing that

tr(Ψp,WGΓ̂) = vec(QΛ)S

(
1

N

N∑
i=1

vec(∆yi∆y
′
i)

)
and

2tr((AWGΓ)2) = vec(QΛ)′(IT 2 − S)V ar(vec(∆yi∆y
′
i))(IT 2 − S)vec(QΛ),

where IT 2 is the (T 2XT 2) identity matrix and S is a (T 2XT 2) diagonal selection matrix, with elements sst
defined as s(s−1)T+t,(s−1)T+t = 1− d(γts = 0) with s, t = 1, 2, ..., T and d(.) is the Dirac function.

7To understand more clearly the role of selection matrix Ψp,WG, assume T = 3 and
consider that error terms uit follow MA(1) process (12). Then, matrix Γ becomes Γ = σ2

u(1 + θ2) σ2
uθ 0

σ2
uθ σ2

u(1 + θ2) σ2
uθ

0 σ2
uθ σ2

u(1 + θ2)

 and Ψ1,WG is given as Ψ1,WG =

 − 2
3 − 1

3 0
1
3 − 1

3 0
0 2

3 0

.
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come from the annihilator matrix Q and the last two from selection matrix Ψp,WG. For p = 0,

the effects of matrix Ψp,WG disappear, since tr(Ψp,WGΛΓ) = tr(Λ′Ψp,WGΓ) = 0. To study the

effects of the serial correlation nuisance parameters and lag-order p on kWG, next corollary

gives analytic formulas of kWG, for p ∈ {0, 1} and θ ∈ {−0.9,−0.5, 0, 0.5, 0.9}, while Figure
2 plots values of these formulas across T .

Corollary 2 If error terms uit follow the MA(1) process in (12), and Assumptions 1 and 2
hold, then slope parameter kIV (p, θ) is given as

kWG(0, 0) =

√
3(T − 1)√

T 2 − 2T − 4
T

+ 5
, for p = 0 and θ = 0, (19)

and kWG(1, θ) =
(T − 2)(Tθ2 − θ2 + 3Tθ − 7θ + T − 1)

2T
√
R1,WGθ

4 +R2,WGθ
3 +R3,WGθ

2 +R2,WGθ +R1,WG

, (20)

where R1,WG, R2,WG and R3,WG are functions of T defined in the appendix. The appendix

also gives analytic formulas of kWG(p, θ), for p = 1, 2, 3 and θ = 0.

As can be seen from Figure 2, the effects of θ and p on the power of the WG test dif-

fer from those on the power of the IV test. This can be attributed to the "within group"

transformation of individual series yit and the correction of estimator ϕ̂WG for its inconsis-

tency. For positive values of θ, the WG test statistic has more power than for θ = 0. For

θ > 0, the power also increases with T . These results are in contrast to those for the IV

test statistic. For θ negative, the WG test statistic becomes biased, something that never

happens for the IV test statistic. This happens because the inconsistency correction affects

slope parameter kWG(p, θ) through quantity tr(Ψp,WGΛΓ) + tr(Λ′Ψp,WGΓ). For θ < 0, this

quantity takes positive values and, thus, reduces the power of the WG test statistic. For

θ > 0, it becomes negative and thus, it moves the limiting distribution towards the critical

region, increasing the power of the test. As T increases, the above sign effects of θ on the

WG test statistic are amplified. That is, they lead to a test with greater power and bias, if

θ > 0 and θ < 0, respectively. Finally, comparison between kWG(p, θ) and kIV (p, θ) reveals

that the IV test is more powerful than the WG test statistic. This is true for all values of θ

and p considered, and across T . It can be also seen by the results of Table 1, which presents

values of slope parameter k for the IV and WG test statistics for T ∈ {7, 10}, p ∈ {0, 1} and
θ ∈ {−0.9,−0.5, 0, 0.5, 0.9}.
The limiting distributions of the IV and WG test statistics given by Theorems 1 and 2,

respectively, scaled appropriately by T become invariant to the serial correlation nuisance

parameters, if T,N →∞ jointly.

10



This result is established in the next proposition, which derives the limiting distributions of

the scaled by T versions of the IV and WG test statistics under the following sequence of

local alternatives:

ϕNT = 1− c

T
√
N
,

considered in the large-T panel data literature (see, e.g., Moon et al. (2007)).

Proposition 1 Let Assumptions 1 and 2 hold. Then, under ϕNT = 1− c
T
√
N
, we have

T
√
N(
√

2)−1(ϕ̂IV − 1)
d−→ N(−c 1√

2
, 1), and (21)

T
√
N(
√

3)−1δ̂WG

(
ϕ̂WG − 1− b̂WG

δ̂WG

)
d−→ N(−c0, 1), (22)

if T,N →∞ jointly and the following condition holds:
√
N/T → 0.

Condition
√
N/T → 0 is required only under alternative hypothesis H1: c > 0. Under

null hypothesis H0: c = 0, it is not needed (see, e.g., Harris and Tzavalis (1999, 2004), and

Hahn and Kuersteiner (2002)). The results of the proposition apply for every fixed order of

serial correlation p and any form of short term serial correlation. For c = 0, the limiting

distribution of estimator ϕ̂IV , given by (21), coincides with that derived by De Wachter et

al. (2007), while the limiting distribution of estimator ϕ̂WG adjusted for its inconsistency

corresponds to that derived by Moon and Perron (2008).
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Table 1: Values of slope parameter k

T=7

θ -0.9 -0.5 0.0 0.5 0.9

kIV 1.477 2.463 4.582 4.159 4.192

kWG -0.452 0.167 1.655 2.266 2.367

T=10

p\θ -0.9 -0.5 0.0 0.5 0.9

kIV 1.960 3.965 6.708 6.271 6.299

kWG -0.958 -0.067 1.694 2.261 2.343

For c > 0, the IV test reaches its maximum local power, which is equal to that of

the common-point optimal test of Moon et al. (2007), denoted as MPP. However, the

WG test has trivial power, since kWG = 0. This happens because the last test adjusts

only the numerator of ϕ̂WG for its inconsistency, in contrast to Harris’and Tzavalis (1999)

(denoted HT) and Levin’s et al. (2002) (denoted LLC) tests. The latter tests adjust both

the numerator and denominator of ϕ̂WG for its inconsistency. Moon and Perron (2008) show

that the WG test has non-trivial power in a n−1/4T neighborhood of the null hypothesis.

Values of the slope parameter of the power function of the above tests, for large T , are

reported in the following table:

Table 2: Slopes of large-T tests.

IV MPP LLC/HT SGLS IPS WG

1/
√

2 1/
√

2 (3/2)
√

(5/51) 1/
√

3 0.282 0.0

For comparisons, the table also reports values of k for the large-T panel unit root tests

of Im et al. (2003) (denoted IPS) , and Sargan’s (SGLS) test statistic (see Moon and Perron

(2008)). Values of k for these tests are obtained in Moon et al. (2007), Moon and Perron

(2008) and Harris et al. (2010).

3.2 Incidental trends

To study the power of fixed-T panel data unit root tests allowing for serial correlation in the

case of incidental trends, this section extends the IV test presented in the previous section and

gives a fixed-T version of Breitung’s (2000) test which also allows for serial correlation. As

said before, the latter is based on forward orthogonal deviations transformation of individual

series of the panel yit to overcome the problem of estimating the incidental trends’nuisance

parameters. Thus, it will be henceforth denoted as FOD. To overcome this problem, the IV

test is based on a first difference of panel data series yit, and it will be denoted as FDIV .

12



FDIV panel unit root test: Taking first differences of model M2 yields

∆yi = ϕ∆yi−1 + (1− ϕ)βie
∗ + ∆ui, i = 1, ..., N, (23)

where yi = (yi2, ..., yiT )′, yi−1 = (yi1, ..., yiT−1)′, yi−2 = (yi0, ..., yiT−2)′, ui = (ui2, ..., uiT )′,

ui−1 = (ui1, ..., uiT−1)′ and e∗ = (1, 1, ..., 1) are (T − 1)X1 vectors. Subtracting from both

sides of model (23), the vector of the first difference of initial observation ∆yi1e gives the

following first differences transformation of the model:

y∗i = ϕy∗i−1 + (1− ϕ)a∗i + u∗i , i = 1, ..., N, (24)

where y∗i = ∆yi −∆yi1e, y
∗
i−1 = ∆yi−1 −∆yi1e, a∗i = (βi −∆yi1) and u∗i = ∆ui. Model (24)

clearly shows that, if error terms uit are serially correlated, moments similar to (7) can be

exploited to test the null hypothesis of a unit root, i.e.

E(y∗′i−1Π∗pu
∗
i ) = 0, (25)

where Π∗p is a (T −1)X(T −1) matrix with unities in its p+1 diagonal, and zeros everywhere

else. If we define E(u∗iu
∗′
i ) = Θ, then. a consistent estimator of Θ under H0: c = 0 is given

as

Θ̂ =
1

N

N∑
i=1

∆y∗i ∆y
∗′
i , (26)

which corresponds to (11), for ∆yi = ui. It can be easily seen that Θ = 2Γ− Γ1 − Γ′1, where

Γ = E(uiu
′
i) and Γ1 = E(uiu

′
i−1). But, as will be thoroughly explained latter on, Γ and

Γ1 can not be consistently estimated under H0: c = 0 based on ∆yi due to the presence of

incidental trends. Theorem 3 derives the limiting distribution of the IV estimator under the

sequence of local alternatives ϕN = 1− c√
N
, exploiting the above moment conditions.

Theorem 3 Under Assumptions 1, 2 and the assumption that the order of serial correlation
is at most p, we have

√
NV

−1/2
FDIV (ϕ̂FDIV − 1)

d−→ N(−ckFDIV , 1), (27)

as N →∞, where

kFDIV =
tr(Λ∗′Π∗pΛ

∗Θ)√
2tr((AFDIV Θ)2)

(28)

and ϕ̂FDIV = (
N∑
i=1

y∗′i−1Π∗py
∗
i−1)−1(

N∑
i=1

y∗′i−1Π∗py
∗
i ), VFDIV = 2tr((AFDIV Θ)2)

tr(Λ∗′Π∗pΛ∗Θ)2
, AFDIV = 1

2
(Λ∗′Π∗p +

Π∗′p Λ∗). Λ∗ is a (T − 1)X(T − 1) version of Λ.
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The results of Theorem 3 indicate that, as with the IV test, the power of the FDIV test

statistic depends on the serial correlation nuisance parameters and lag-order p, as well as the

time dimension of the panel. Corollary 3 derives the value of the slope parameter kFDIV , if

error terms uit follow MA(1) process.

Corollary 3 If error terms uit follow MA(1) process (12), and Assumptions 1 and 2 hold,
then slope parameter kFDIV (p, θ) is given as

kFDIV (p, 0) =
T − p− 3√
2(T − p− 2)

(29)

and kFDIV (1, θ) =
(T − 4)θ2 − θ + T − 4√

2(P1θ
4 + P2θ

3 + P3θ
2 + P2θ + P1)

, (30)

where polynomials P1, P2, and P3 are defined in the appendix.

Table 3 presents values of kFDIV (p, θ), obtained through relationship (30), for p = {0, 1},
T ∈ {7, 10} and θ ∈ {−0.9,−0.5, 0, 0.5, 0.9}. The results of the table indicate that the
FDIV test has non-trivial power for all values of p and θ considered. The power of the test

increases slowly with T , as with the WG test. However, if T → ∞, it can be shown that
k∗FDIV = T−p−3

T
√

2(T−p−2)
→ 0, which means that the incidental parameter problem remains. This

is due to the normalization of the statistic with T . These results mean that the asymptotic

power of the FDIV test comes from the assumption that T is fixed and the presence of serial

correlation. A positive value of θ tends to increase the power of the test, as it happens with

the IV test for model M1.

Table 3: Values of slope parameter p.

T=7

θ -0.9 -0.5 0.0 0.5 0.9

kFDIV 0.862 0.896 1.264 1.186 1.179

kWGT 0.694 0.466 0.00 -0.212 -0.248

kFOD 0.148 0.110 0.00 -0.062 -0.073

T=10

θ -0.9 -0.5 0.0 0.5 0.9

kFDIV 1.160 1.229 1.750 1.989 2.008

kWGT 1.042 0.645 0.00 -0.216 -0.248

kFOD 0.151 0.110 0.00 -0.047 -0.054

The WG unit root statistic: The version of the WG test statistic in the case of

incidental trends (denoted as WGT) considers an augmented annihilator matrix, given as
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Q∗ = IT − X(X ′X)−1X ′, where X = [e, τ ]. Under null hypothesis H0: c = 0, multiplying

model M2 with Q∗ leads to a transformed model without individual effects and incidental

trends. The WGT test statistic is based on the least squares estimator of the autoregressive

coeffi cient ϕ of the transformed model, denoted as ϕ̂WGT . As with ϕ̂WGT , this estimator is

adjusted for its inconsistency. The latter is due to the above transformation of individual

series yit and the presence of serial correlation in error terms uit. To correct ϕ̂WGT for its

inconsistency coming from the serial correlation in uit, we can no longer rely on the previous

estimator of variance-covariance matrix Γ, Γ̂, given as Γ̂ = 1
N

N∑
i=1

∆yi∆y
′
i (see (11)) This

happens because ∆yi depends on the nuisance parameters of the incidental trends βi, for

model M2, i.e.

∆yi = βie+ ui,

which implies

p lim
N→∞

Γ̂ = p lim
N→∞

1

N

N∑
i=1

∆yi∆y
′
i = Γ + E(β2

i )ee
′. (31)

To remove the effects of βi from the estimator of matrix Γ, the following selection matrix

will be defined.8 Let matrix M have elements mts = 0 if γts 6= 0 and mts = 1 if γts = 0.

Then, tr(MΓ) = 0 and, thus, we have

p lim
N→∞

1

tr(Mee′)N

N∑
i=1

∆y′iM∆yi = E(β2
i ). (32)

The last relationship can be employed to substitute out individual effects E(β2
i ) from (31),

and thus to provide a consistent estimator of Γ and tr(Λ′Q∗Γ) under null hypothesis H0:

c = 0 which is net of βi. Based on relationships (31) and (32), we can define selection matrix

Φp,WGT = Ψp,WGT − tr(Λ′Q∗M)
e′Me

M , where Ψp,WGT is a (TXT ) matrix having in its diagonals

{−p, .., 0, ...p} the corresponding elements of matrix Λ′Q∗, and zero everywhere else. This

matrix has the property tr(Φp,WGT ee
′) = 0, which leads to the following consistent estimator

of tr(Λ′Q∗Γ):

p lim
N→∞

tr(Φp,WGT Γ̂) = tr(Λ′Q∗Γ). (33)

The limiting distribution of ϕ̂WGT corrected for its inconsistency under ϕN = 1− c√
N
is given

in the next theorem.

Theorem 4 Under Assumptions 1, 2 and the assumption that the order of serial correlation
8Note that, as in case of modelM1 (see fn 6), this selection matrix simplifies considerably the computation

of the WGT test statistic, compared with the selection matrix S used by Kruiniger’s and Tzavalis (2002).
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is at most p, we have

√
NV̂

− 1
2

WGT δ̂WGT

(
ϕ̂WGT − 1− b̂WGT

δ̂WGT

)
d−→ N(−ckWGT , 1), (34)

as N → +∞, where

kWGT =
tr(Λ′Q∗Γ) + tr(F ′Q∗Γ)− tr(Φp,WGTΛΓ)− tr(Λ′Φp,WGTΓ)

2tr((AWGTΓ)2)
, (35)

ϕ̂WGT =

(
N∑
i=1

y′i−1Q
∗yi−1

)−1( N∑
i=1

y′i−1Q
∗yi

)
, b̂WGT

δ̂WGT
=

tr(Φp,WGT Γ̂)
1
N

∑N
i=1 y

′
i,−1Q

∗yi,−1
, and VWGT =

2tr((AWGTΓ)2), with AWGT = 1
2
(Λ′Q∗ + Q∗Λ − Φp,WGT − Φ′p,WGT ), is the variance of the

limiting distribution of the WGT test.

The implementation of the WG test statistic is based on the estimator of Γ given by

Γ̂. As was made clear by our analysis above, Premultiplying Γ̂ by selection matrix Φp,WGT

renders this estimator net of the incidental trends nuisance parameters effects. The results

of Theorem 4 imply that, if there is no serial correlation, test statistic WGT has trivial

power. This is true for any order of serial correlation p. These results are established in next

corollary, which derives values of the power slope parameter kWGT (p, θ) under MA process

(12) of uit, for different values of p and θ.

Corollary 4 If error terms uit follow MA(1) process (12), and Assumptions 1 and 2 hold,
then, the values of slope parameter kWGT (p, θ) are given as

kWGT (p, 0) = 0, for p = 0, 1, 2, ..., T − 2, (36)

and kWGT (1, θ) 6= 0, for θ 6= 0. (37)

Values of kWGT (p, θ), for p = {0, 1}, T ∈ {7, 10} and θ ∈ {−0.9,−0.5, 0, 0.5, 0.9}, are
given in Table 3. These indicate that test statistic WGT has asymptotic local power, if

θ < 0. This power is less than that of the FDIV for θ < 0, and it increases slowly with T .

This power can be attributed to the effects of quantities tr(Φp,WGTΛΓ) and tr(Λ′Φp,WGTΓ)

on slope parameter kWGT (p, θ). As for the FDIV test, it can be shown that the large-T

version of the WGT test has trivial power when T →∞.

FOD panel unit root test: This test is initially suggested by Breitung (2000) as a
large-T panel unit root test. It is based on forward orthogonal deviations transformation of

the individual series yit of modelM2, known as Helmert transformation, to avoid estimating

incidental trend parameters βi. As shown by Moon et al. (2006), the joint T,N asymptotic
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local power of the test is zero at the natural rate of T−1N−1/2. Below, we present a fixed-T

version of the test and examine its asymptotic local power, as N →∞.
In a first step, the orthogonal transformation of series yit requires subtracting initial

observations yi0 from yit, for all i, and taking the transformed series zit = yit − yi0. Then,
define the following (T − 1)XT matrices:

A =

(
01XT

GH

)
and B =

(
01X(T−2) 0 0

IT−2 0(T−2)X1 − 1
T
τT−2

)
,

where

G =



√
T−2
T−1

0√
T−3
T−2

. . .

0
√

1
2

 and H =



1 − 1
T−1

· · · · · · · · · · · · − 1
T−1

0 1 − 1
T−2

· · · · · · · · · − 1
T−2

...
. . .

...
...

. . .
...

... 1 −1
2
−1

2

0 · · · · · · · · · 0 1 −1


,

with dimensions (T−2)X(T−1) and (T−1)XT respectively, and vector τT−2 =


1

2
...

T − 2

.
In case of no serial correlation of error terms uit, multiplying ∆zi with matrix A and zi with

matrix B implies the following orthogonal moment conditions under null hypothesis H0:

c = 0:

E(z′iB
′A∆zi) = 0. (38)

These conditions imply that E(uiu
′
i) = σ2IT . They can be tested based on the following LS

estimator:

ϕ̂FOD = 1 +

N∑
i=1

z′iB
′A∆zi

N∑
i=1

z′iB
′Bzi

, (39)

which is equal to that of Breitung (2000) plus 1. To test conditions (38) in the case of

serial correlation in uit, we will first adjust estimator ϕ̂FOD for its inconsistency, which arises

from the presence of serial correlation. The next theorem derives the limiting distribution

of estimator ϕ̂FOD corrected for its inconsistency under ϕN = 1− c√
N
.

Theorem 5 Under Assumptions 1, 2 and the assumption that the order of serial correlation
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is at most p, we have

√
NV̂

−1/2
FOD δ̂FOD

(
ϕ̂FOD − 1− b̂FOD

δ̂FOD

)
d−→ N(−ckFOD, 1), (40)

as N →∞, where

kFOD = (41)

=
tr(Λ′B′AΛΓ) + tr(B′AΛΓ) + tr(Λ′B′AΓ) + tr(F ′B′AΓ)− tr(Λ′Φp,FODΓ)− tr(Φp,FODΛΓ)

2tr((AFODΓ)2)
,

b̂FOD
δ̂FOD

=
tr(Φp,FODΓ̂)

1
N

∑N
i=1 z

′
iB
′Bzi

is a consistent estimator of the inconsistency of ϕ̂FOD, Φp,FOD =

Ψp,FOD − tr(ΞM)
e′Me

M , where Ψp,FOD is a (TXT ) matrix having in its diagonals {−p, .., 0, ...p}
the corresponding elements of matrix Ξ and zero everywhere else, where Ξ = Λ′B′A + B′A,

and VFOD = 2tr((AFODΓ)2), with AFOD = 1
2
(Ξ + Ξ′ −Φp,FOD −Φ′p,FOD), is the variance of

the adjusted for its inconsistency estimator ϕ̂FOD.

As withWG, the limiting distribution of the FOD test statistic depends on the estimator

of Γ, Γ̂. This estimator now becomes invariant of the incidental trends nuisance parameters

effects by being premultiplied by selection matrix Φp,FOD. Theorem 5 implies that, if there is

no serial correlation in uit (i.e., p = 0), the asymptotic local power of the FOD test statistic

is zero, since kFOD = 0.9 As with WGT, the test has power only if there is serial correlation

in uit. These results are established in the next corollary, which gives values of the power

slope parameter kFOD(p, θ) in the case that uit follows MA(1) process (12).

Corollary 5 If error terms uit follow MA(1) process (12), and Assumptions 1 and 2 hold,
then slope parameter kFOD(p, θ) is given as

kFOD(p, 0) = 0 for p = 0, 1, 2, ..., T − 2. (42)

and kFOD(1, θ) 6= 0 for θ 6= 0. (43)

Values of kFOD(p, θ), for p = {0, 1}, T ∈ {7, 10} and θ ∈ {−0.9,−0.5, 0.0, 0.5, 0.9}, are
9In this case, it can be shown that

p lim
N→∞

(φ̂FOD − 1) = tr(ΞΓ) = 0,

since tr(ΞΓ) = 0 when Γ = σ2IT .In other words φ̂FOD is consistent. In this case a test that does not require
a bias correction can be derived. In a previous version of this paper we showed that

√
NV

−1/2
FOD (φ̂FOD − 1)→ N(−c0, 1),

where VFOD = 2tr((AΞ)2)
tr((Λ′+IT )B′B(Λ+IT ))2 and AΞ = 1

2 (Ξ + Ξ′). The incidental trend problem remains. But if

Γ = σ2IT , this version of the test has better finite sample properties.
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given in Table 3. These indicate that the FOD test statistic has asymptotic local power only

if θ < 0, which increases slowly with T . The power of the test for θ < 0 can be attributed to

the effects of quantities tr(Λ′Φp,FODΓ) and tr(Φp,FODΛΓ) on kFOD(p, θ). These have the same

qualitative effects on power slope parameter kFOD(p, θ) to those of quantities tr(Φp,WGTΛΓ)

and tr(Λ′Φp,WGTΓ) on kWGT (p, θ), for the WGT test statistic which has also no-trivial power

when θ < 0. The results of the table also indicate that the test has smaller local power than

that of test statistics FDIV and WGT. Finally, if T →∞ the test has trivial power, as the

WGT test statistic.

4 Simulation Results

To see how well the asymptotic local power functions of the tests derived in the previous

section approximate their small sample ones, this section presents the results of a Monte

Carlo study based on 5000 iterations. For each iteration, we calculate the size of the tests

at 5% level (i.e., for c = 0) and their power (i.e., for c = 1), assuming that error terms

uit follow MA process (12). This is done for N ∈ {50, 100, 200, 300, 1000}, T ∈ {7, 10},
θ ∈ {−0.9,−0.5, 0.0, 0.5, 0.9} and p ∈ {0, 1}. The order of serial correlation p is assumed
to be zero in the case of θ = 0.0, otherwise it is set to p = 1. The nuisance parameters of

models M1 and M2 which do not appear in the above local power functions are set to zero,

i.e., ai = 0, βi = 0, yi0 = 0, for all i.

Tables 4 and 5 present the results of our simulation study. Table 4 presents the results

for the test statistics based on model M1, while Table 5 presents those for the test statistics

based on model M2, allowing also for incidental trends. In the tables, TV denotes the

theoretical values of the power of the tests obtained from their asymptotic power functions

derived in the previous section. The results of Table 4 clearly indicate that, for model M1,

the IV test has higher power than that of the WG test independently of T , as is predicted by

the theory. For θ ≥ 0, the asymptotic power function of the test approximates suffi ciently

its small sample value even for small N , i.e., N = {50}. However, for θ < 0, the power of

the test considerably reduces, and its small sample estimate deviates considerably from its

theoretical value, TV. This can be obviously attributed to second, or higher order effects,

which are not captured by the first order approximation of the local power function. As is

predicted by the theory (see Table 1), the WG test tends to have power only for θ ≥ 0. Note

that, for θ ∈ {−0.9,−0.5}, this test loses its power and becomes biased. Finally, note that
both the IV and WG test statistics have size which is close the nominal level value 5%. The

size performance of both tests improves, as N and T increases.

Regarding the test statistics for model M2, the results of Table 5 indicate that the IV

based test statistic, denoted as FDIV, no longer performs satisfactorily. It is biased in
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small samples, and its power deviates substantially from that predicted by its asymptotic

local power function. This is true independently of the values of θ, T and N considered

in our simulation analysis. This result can be attributed to the poor approximation of the

asymptotic local power function in small samples, due to the presence of more complicated

deterministic terms (see also Moon et al. (2007) and Han and Phillips (2010)).

Table 4: Size and power of the IV and WG tests.

T=7 T=10

N 50 100 200 300 1000 TV 50 100 200 300 1000 TV

θ = −0.9

c=0 IV 0.068 0.065 0.057 0.048 0.054 0.050 0.064 0.054 0.053 0.051 0.051 0.050

WG 0.053 0.054 0.053 0.053 0.053 0.050 0.050 0.050 0.048 0.047 0.047 0.050

c=1 IV 0.089 0.101 0.087 0.071 0.067 0.433 0.088 0.102 0.086 0.074 0.081 0.623

WG 0.054 0.052 0.054 0.053 0.047 0.018 0.055 0.053 0.043 0.048 0.045 0.004

θ = −0.5

c=0 IV 0.053 0.053 0.053 0.051 0.051 0.050 0.050 0.054 0.053 0.047 0.050 0.050

WG 0.045 0.050 0.047 0.049 0.043 0.050 0.049 0.053 0.052 0.052 0.049 0.050

c=1 IV 0.285 0.382 0.444 0.496 0.567 0.793 0.462 0.639 0.773 0.807 0.904 0.989

WG 0.057 0.066 0.068 0.076 0.087 0.069 0.044 0.048 0.048 0.053 0.056 0.043

θ = 0

c=0 IV 0.087 0.073 0.070 0.066 0.066 0.050 0.069 0.065 0.062 0.065 0.060 0.050

WG 0.058 0.058 0.053 0.053 0.049 0.050 0.051 0.052 0.047 0.051 0.049 0.050

c=1 IV 0.997 0.997 0.997 0.997 0.998 0.998 0.997 0.999 0.999 0.999 1.00 1.00

WG 0.220 0.274 0.321 0.344 0.414 0.500 0.117 0.156 0.213 0.245 0.357 0.519

θ = 0.5

c=0 IV 0.072 0.062 0.058 0.055 0.054 0.050 0.071 0.075 0.068 0.056 0.061 0.050

WG 0.047 0.049 0.049 0.048 0.052 0.050 0.049 0.052 0.053 0.049 0.055 0.050

c=1 IV 0.979 0.985 0.988 0.990 0.993 0.994 1.00 1.00 1.00 1.00 0.999 1.00

WG 0.388 0.489 0.57 0.610 0.678 0.730 0.236 0.325 0.429 0.477 0.632 0.731

θ = 0.9

c=0 IV 0.063 0.067 0.061 0.063 0.061 0.050 0.077 0.068 0.063 0.067 0.057 0.050

WG 0.041 0.045 0.048 0.049 0.054 0.050 0.053 0.050 0.047 0.057 0.053 0.050

c=1 IV 0.977 0.985 0.986 0.986 0.992 0.994 1.00 1.00 0.999 1.00 0.999 1.00

WG 0.483 0.593 0.671 0.689 0.754 0.764 0.302 0.412 0.529 0.569 0.700 0.757
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Table 5: Size and local power of FDIV, WGT and FOD tests.

T=7 T=10

N 50 100 200 300 1000 TV 50 100 200 300 1000 TV

θ = −0.9

c=0 FDIV 0.038 0.038 0.048 0.050 0.050 0.050 0.040 0.041 0.045 0.044 0.050 0.050

WGT 0.044 0.049 0.045 0.047 0.051 0.050 0.049 0.046 0.048 0.054 0.049 0.050

FOD 0.051 0.045 0.048 0.050 0.052 0.050 0.051 0.053 0.052 0.047 0.050 0.050

c=1 FDIV 0.031 0.044 0.039 0.047 0.041 0.216 0.036 0.045 0.043 0.047 0.046 0.313

WGT 0.046 0.053 0.050 0.054 0.058 0.170 0.046 0.048 0.053 0.059 0.056 0.273

FOD 0.089 0.070 0.078 0.068 0.067 0.067 0.129 0.113 0.102 0.091 0.078 0.067

θ = −0.5

c=0 FDIV 0.032 0.043 0.045 0.050 0.050 0.050 0.038 0.045 0.042 0.045 0.050 0.050

WGT 0.043 0.049 0.047 0.051 0.047 0.050 0.048 0.055 0.052 0.050 0.047 0.050

FOD 0.048 0.053 0.053 0.049 0.052 0.050 0.055 0.055 0.054 0.055 0.050 0.050

c=1 FDIV 0.039 0.039 0.045 0.048 0.055 0.226 0.043 0.046 0.050 0.047 0.047 0.338

WGT 0.083 0.082 0.081 0.088 0.087 0.119 0.102 0.102 0.116 0.103 0.115 0.158

FOD 0.100 0.089 0.0858 0.081 0.073 0.062 0.163 0.143 0.128 0.109 0.088 0.062

θ = 0

c=0 FDIV 0.054 0.055 0.056 0.055 0.056 0.050 0.052 0.055 0.052 0.049 0.053 0.050

WGT 0.067 0.061 0.062 0.058 0.057 0.050 0.064 0.062 0.057 0.063 0.060 0.050

FOD 0.053 0.053 0.049 0.056 0.051 0.050 0.061 0.059 0.056 0.057 0.052 0.050

c=1 FDIV 0.053 0.057 0.050 0.057 0.054 0.351 0.056 0.050 0.060 0.053 0.053 0.541

WGT 0.137 0.105 0.094 0.084 0.070 0.050 0.155 0.127 0.106 0.094 0.074 0.050

FOD 0.112 0.090 0.091 0.079 0.063 0.050 0.226 0.167 0.139 0.119 0.087 0.050

θ = 0.5

c=0 FDIV 0.042 0.048 0.048 0.046 0.045 0.050 0.048 0.053 0.050 0.049 0.050 0.050

WGT 0.058 0.056 0.054 0.060 0.047 0.050 0.063 0.056 0.053 0.053 0.054 0.050

FOD 0.057 0.059 0.057 0.057 0.054 0.050 0.069 0.065 0.061 0.063 0.055 0.050

c=1 FDIV 0.037 0.039 0.043 0.047 0.048 0.323 0.035 0.036 0.048 0.040 0.053 0.634

WGT 0.083 0.068 0.057 0.053 0.038 0.031 0.152 0.122 0.085 0.069 0.051 0.031

FOD 0.100 0.086 0.077 0.067 0.052 0.043 0.235 0.158 0.132 0.108 0.070 0.045

θ = 0.9

c=0 FDIV 0.038 0.036 0.048 0.047 0.048 0.050 0.045 0.050 0.050 0.045 0.043 0.050

WGT 0.060 0.059 0.056 0.053 0.050 0.050 0.061 0.056 0.059 0.053 0.055 0.050

FOD 0.059 0.065 0.056 0.047 0.047 0.050 0.072 0.067 0.052 0.052 0.055 0.050

c=1 FDIV 0.030 0.037 0.033 0.041 0.044 0.320 0.029 0.034 0.035 0.036 0.047 0.641

WGT 0.072 0.053 0.040 0.033 0.023 0.029 0.135 0.099 0.071 0.054 0.035 0.029

FOD 0.098 0.082 0.058 0.050 0.043 0.042 0.206 0.165 0.118 0.105 0.066 0.044
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In contrast to the FDIV test, the WGT and FOD tests are found to have some power in

small samples. As is predicted by the theory, the tests have power if θ < 0. As N increases,

the power of the WGT test converges to its asymptotic local power value from below, while

that of the FOD test converges to it from above. As can be seen from the table, the WGT

and FOD tests can have power in samples of small N even if θ ≥ 0, where their asymptotic

local power indicates that should be biased, or have trivial power.

5 Conclusions

This paper examines the power properties of fixed-T panel data unit root tests under serial

correlation, assuming that only the cross-section dimension of the panel (N) grows large. To

this end, the paper provides an extension of the IV based test statistic of De Wachter et al.

(2007), which exploits orthogonal moment conditions of the data under serial correlation, to

allow for incidental trends. It also gives a fixed-T version of Breitung’s (2000) test statis-

tic, based on forward orthogonal deviations transformation of the data to avoid estimating

incidental trends parameters, which allows for serial correlation in the error terms of the

individual series of the panel. The paper derives the asymptotic local power functions of

the above tests and LS based panel unit root statistics relying on the "within group" trans-

formations of the data to wipe off individual effects or incidental trends. Analytic forms of

these power functions are also derived for the case that the error terms of the panel follow

a moving average procedure of lag-order one, often assumed in practice for many economic

series.

The results given by the paper lead to the following main conclusions. First, for the panel

data model without incidental trends, the IV based test clearly outperforms the "within

group" LS based test. This can be attributed to the fact that the last test requires an

adjustment of the LS estimator for its inconsistency, due to the individual effects and the

presence of serial correlation in the error terms. The power of the IV based test is bigger

under positive correlation of the error terms than under negative, and it is decreasing as the

order of serial correlation increases.

Second, for the model with incidental trends, only the LS based tests relying on the

"within group" and forward orthogonal deviations transformation of the individual series

of the panel are found to have non-trivial power, as is predicted by the theory. These

tests have always power when the serial correlation in the error term is negative. They

also retain their power even for small N . This non-trivial power can be attributed to the

impact of the inconsistency correction, required by the LS estimator, for the serial correlation

nuisance parameters. For panel data models with incidental trends, the IV based test is

found to be biased in small samples, despite its very good asymptotic properties. This

is true independently of the sign of serial correlation of the error terms. The asymptotic
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local power of this test is found to be a very bad approximation of its true power. These

results suggest employing the above LS based fixed-T panel unit root tests in mitigating the

incidental trends problem in short panels with serially correlated error terms.
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6 Appendix

Proof of Theorem 1 Under the sequence of local alternatives ϕN = 1− c√
N
, the IV test

statistic can be written as follows:

√
N(ϕ̂IV − ϕN) =

√
N


1
N

N∑
i=1

z′i−1Πpui + 1
N

N∑
i=1

(1− ϕN)aiz
′
i−1Πpe

1
N

N∑
i=1

z′i−1Πpzi−1

+ ϕN − ϕN



=

1√
N

N∑
i=1

z′i−1Πpui + 1√
N

N∑
i=1

(1− ϕN)aiz
′
i−1Πpe

1
N

N∑
i=1

z′i−1Πpzi−1

=
(α) + (b)

(g)
, (44)

where (α) ≡ 1√
N

N∑
i=1

z′i−1Πpui, (b) ≡ 1√
N

N∑
i=1

(1 − ϕN)aiz
′
i−1Πpe and (g)≡ 1

N

N∑
i=1

z′i−1Πpzi−1.

Under H1: c > 0, vector yi−1 can be expanded as

yi−1 = wyi0 + Ωe(1− ϕN)ai + Ωui, i = 1, 2, ..., N, (45)

where

Ω =



0 . . . . . 0

1 0 .

ϕN 1 . .

ϕ2
N ϕN . . .

. . . . .

. . 1 0 .

ϕT−2
N ϕT−3

N . . ϕN 1 0


(46)

and w = (1, ϕN , ϕ
2
N , ..., ϕ

T−1
N )′. Note that, for ϕN = 1, we have Ω ≡ Λ.

The first order Taylor expansions of Ω and w yields

Ω = Λ + F (ϕN − 1) + op(1) and (47)

w = e+ f(ϕN − 1) + oP (1), (48)
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respectively, where F = dΩ
dϕN
|ϕN=1 and f = dw

dϕN
|ϕN=1. Using these expansions, vector

zi−1 = yi−1 − yi0e can be written as

zi−1 = yi−1 − eyi0 = (w − e)yi0 + Ωe(1− ϕN)ai + Ωui. (49)

Substituting (49) into quantity (a), defined by (44), yields

(a) ≡ 1√
N

N∑
i=1

z′i−1Πpui =
1√
N

N∑
i=1

((w − e)yi0 + Ωe(1− ϕN)ai + Ωui)
′Πpui

=
1√
N

N∑
i=1

yi0(w − e)′Πpui + (1− ϕN)aie
′Ω′Πpui + uiΩ

′Πpui.

This quantity has a limiting distribution N(0, 2tr((AIV Γ)2)), since the following results hold:

1√
N

N∑
i=1

yi0(w − e)′Πpui
p−→ 0 (50)

1√
N

N∑
i=1

(1− ϕN)aie
′Ω′Πpui

p−→ 0 (51)

1√
N

N∑
i=1

uiΩ
′Πpui

d−→ N(0, 2tr((AIV Γ)2)) (52)

The results given by (50) and (51) can be derived by using (47)-(48) and standard results on

quadratic forms (see Schott (1997)), while (52) can be proved using tr(Λ′ΠpΓ) = tr(F ′ΠpΓ) =

0 and Lindeberg-Levy’s CLT. For quantities (b) and (g), the following results can be easily

derived:

(b) ≡ 1√
N

N∑
i=1

(1− ϕN)aiz
′
i−1Πpe

p−→ 0 (53)

and (g) ≡ 1

N

N∑
i=1

z′i−1Πpzi−1
p−→ tr(Λ′ΠpΛΓ). (54)

Using (50)-(54) yields

√
N(ϕ̂IV − ϕN)

d−→ N

(
0,

2tr((AIV Γ)2)

tr(Λ′ΠpΛΓ)2

)
√
N(ϕ̂IV − 1− c√

N
)

d−→ N

(
0,

2tr((AIV Γ)2)

tr(Λ′ΠpΛΓ)2

)
√
N(ϕ̂IV − 1)

d−→ N(−c, VIV )
√
NV

−1/2
IV (ϕ̂IV − 1)

d−→ N
(
−cV −1/2

IV , 1
)
, (55)
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where VIV = 2tr((AIV Γ)2)
tr(Λ′ΠpΛΓ)2

, which proves Theorem 1.

Proof of Corollary 1 The results of the corollary can be proved based on the formula of

the variance of the limiting distribution of the IV test VIV = 2tr((AIV Γ)2)
tr(Λ′ΠpΛΓ)2

, AIV = 1
2
(Λ′Πp +

Π′pΛ), given by Theorem 1. Under no serial correlation (i.e., θ = 0 and ΓN = σ2
uIT ), the

following relationship holds:

2tr(AIV
2) = tr(Λ′ΠpΛ), for all p. (56)

This yields

tr(Λ′ΠpΛ) =
1

2
(T 2 − T ), for p = 0

tr(Λ′ΠpΛ) =
[1
2
(T − 2)(T − 1)]2

1
2
T (T − 3) + 1

, for p = 1

tr(Λ′ΠpΛ) =
T 2

2
− 5T

2
+ 3, for p = 2

and tr(Λ′ΠpΛ) =
T 2

2
− 7T

2
+ 6, for p = 3

Using the last relationships, we can derive the following values of the slope parameter of the

power function kIV (p, θ), for θ = 0:

kIV (0, 0) =

√
1

2
(T 2 − T ),

kIV (1, 0) =

√
T 2

2
− 3T

2
+ 1,

kIV (2, 0) =

√
T 2

2
− 5T

2
+ 3,

and kIV (3, 0) =

√
T 2

2
− 7T

2
+ 6.

For the case of θ 6= 0 and p = 1, the formula of kIV (p, θ) is derived by De Wachter et al.

(2007). The coeffi cients of this formula are analytically given as

D1,IV =
T 2

2
− 3T

2
+ 1

D2,IV = T 2 − 4T + 4

R1,IV =
1

2
T (T − 3) + 1

R2,IV = 2T (T − 5) + 12

R3,IV = 3T (T − 5) + 20.
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Proof of Theorem 2 The proof of the theorem for the case c = 0 is given, separately, in

Part I, for a direct comparison to that of Kruiniger and Tzavalis (2002). For case c > 0, it

is given in Part II.

I) To derive the limiting distribution of test statistic WG under null hypothesisH0: c = 0,

we will proceed into stages. First, we will show that the LS estimator ϕ̂WG is inconsistent,

as N → ∞. Then, we will construct a normalized statistic based on ϕ̂WG corrected for its

inconsistency and we will derive its limiting distribution under H0: c = 0, as N →∞.
Decompose vector yi−1 for model (1) under H0: c = 0 as

yi−1 = eyi0 + Λui, (57)

where matrix Λ is a (TXT ) matrix defined as Λr,c = 1, if r > c, and 0 otherwise.

Premultiplying (57) with matrix Q yields

Qyi,−1 = QΛui, (58)

since Qe = (0, 0, ..., 0)′. Substituting (58) into ϕ̂WG yields

ϕ̂WG − 1 =
1
N

∑N
i=1 y

′
i,−1Qui

1
N

∑N
i=1 y

′
i,−1Qyi,−1

=
1
N

∑N
i=1 u

′
iΛ
′Qui

1
N

∑N
i=1 u

′
iΛ
′QΛui

. (59)

By Kitchin’s Weak Law of Large Numbers (KWLLN), we have

1

N

N∑
i=1

u′iΛ
′Qui

p−→ tr(Λ′QΓ) and
1

N

N∑
i=1

u′iΛ
′QΛui

p−→ tr(Λ′QΛΓ), (60)

where "
p−→" signifies convergence in probability. Based on the last two results, the yet

non-standardized test statistic WG can be written as

√
Nδ̂WG

(
ϕ̂WG − 1− b̂WG

δ̂WG

)
=
√
Nδ̂WG

(
1
N

∑N
i=1 y

′
i,−1Qui

δ̂WG

− tr(Ψp,WGΓ̂)

δ̂WG

)

=
√
N

(
1

N

N∑
i=1

y′i,−1Qui −
1

N

N∑
i=1

∆y′iΨp,WG∆yi

)
, (61)

where

Γ̂ =
1

N

N∑
i=1

∆y′iΨp,WG∆yi. (62)
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Since, under H0: c = 0 we have ui = ∆yi, the last relationship can be written as follows:

√
Nδ

(
ϕ̂WG − 1− b̂WG

δ̂WG

)

=
√
N

(
1

N

N∑
i=1

u′iΛ
′Qui −

1

N

N∑
i=1

u′iΨp,WGui

)

=
1√
N

N∑
i=1

u′i(Λ
′Q−Ψp,WG)ui =

1√
N

N∑
i=1

tr [(Λ′Q−Ψp,WG)uiu
′
i] (63)

=
1√
N

N∑
i=1

Wi,

where Wi constitutes a random variable with zero mean, i.e.,

E(Wi) = E[u′i(Λ
′Q−Ψp,WG)ui] = tr[(Λ′Q−Ψp,WG)E(uiu

′
i)]

= tr(Λ′Q−Ψp,WG) = 0

since tr(Λ′Q) = tr(Ψp,WG) (or tr(Λ′Q−Ψp,WG) = 0), and variance

V ar(Wi) = V ar(u′i(Λ
′Q−Ψp,WG)ui) = 2tr((AWGΓ)2). (64)

The last relationship follows from standard linear algebra results (see e.g. Schott(1997).

The results of Theorem 2 follow by applying Lindeberg-Levy’s CLT to the sequence of IID

random variables Wi.

II) To derive the limiting distribution of the WG test under H: c > 0, subtract yi−1 from

both sides of model M1:

∆yi = ui + (ϕN − 1)yi−1 + (1− ϕN)aie. (65)

The limiting distribution of the yet unstandardized WG test statistic around ϕN can be
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obtained by writing

δ̂WG

√
N

(
ϕ̂WG −

b̂WG

δ̂WG

− ϕN

)
= δ̂WG

√
N

ϕN +

1
N

N∑
i=1

y′i−1Qui

1
N

N∑
i=1

y′i−1Qy
′
i−1

− b̂WG

δ̂WG

− ϕN


=
√
N

(
1

N

N∑
i=1

y′i−1Qui − tr(Ψp,WGΓ̂)

)

=
√
N

(
1

N

N∑
i=1

y′i−1Qui −
1

N

N∑
i=1

∆y′iΨp,WG∆yi

)

=
1√
N

N∑
i=1

y′i−1Qui −
1√
N

N∑
i=1

∆y′iΨp,WG∆yi = (d)− (h), (66)

where (d) ≡ 1√
N

N∑
i=1

y′i−1Qui and (h) ≡ 1√
N

N∑
i=1

∆y′iΨp,WG∆yi. By applying Lindeberg-Levy’s

CLT, we can find the limiting distributions of quantities (d) and (h). To this end, write (d)

as

(d) ≡ 1√
N

N∑
i=1

y′i−1Qui =
1√
N

N∑
i=1

(wyi0 + Ωe(1− ϕN)ai + Ωui)
′Qui (67)

=
1√
N

N∑
i=1

(yi0w
′Qui + ai(1− ϕN)e′Ω′Qui + u′iΩ

′Qui)

= (d1) + (d2) + (d3),

where (d1) ≡ 1√
N

N∑
i=1

yi0w
′Qui, (d2) = 1√

N

N∑
i=1

ai(1−ϕN)e′Ω′Qui and (d3) ≡ 1√
N

N∑
i=1

u′iΩ
′Qui.

The limits of (d1), (d2) and (d3) can be obtained after substituting Taylor’s series expansions

for w and Ω given in (47) and (48), respectively, into them and ϕN = 1− c√
N
. For (d1), we

have

(d1) ≡ 1√
N

N∑
i=1

yi0w
′Qui =

1√
N

N∑
i=1

yi0(e+ f(ϕN − 1) + oP (1))′Qui (68)

=
1√
N

N∑
i=1

yi0e
′Qui +

1

N

N∑
i=1

f ′Quiyi0 + op(1)
p−→ 0,

since 1
N

N∑
i=1

f ′Quiyi0 → f ′QE(uiyi0) = 0 by Assumption 2 and 1√
N

N∑
i=1

yi0e
′Qui = 0, as
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e′Q = 0. For (d2), we have

(d2) ≡ 1√
N

N∑
i=1

ai(1− ϕN)e′Ω′Qui =
c

N

N∑
i=1

aie
′(Λ′ + F ′

(
−c√
N

)
+ op(1))Qui (69)

=
c

N

N∑
i=1

aie
′Λ′ Qui −

c2

N3/2

N∑
i=1

aie
′F ′Qui + op(1)

p−→ 0,

since c
N

N∑
i=1

aie
′Λ′ Qui

p−→ cie
′Λ′ QE(aiui) = 0 by Assumption 2 and c2

N3/2

N∑
i=1

aie
′F ′Qui

p−→

0, as 1
N3/2 goes to zero. For (d3), we have

(d3) ≡ 1√
N

N∑
i=1

u′iΩ
′Qui =

1√
N

N∑
i=1

u′i(Λ
′ + F ′(

−c√
N

) + op(1))Qui (70)

=
1√
N

N∑
i=1

u′iΛ
′Qui −

c

N

N∑
i=1

u′iF
′Qui + op(1),

where

c

N

N∑
i=1

u′iF
′Qui

p−→ ctr(F ′QΓ), (71)

√
N

(
1

N

N∑
i=1

u′iΛ
′Qui − tr(Λ′QΓ)

)
d−→ N(0, VWG,d). (72)

VWG,d is the variance of the limiting distribution of (d3) and (d), since (d1)
p−→ 0 and

(d1)
p−→ 0. It can be assumed as a known quantity, under the normality assumption (see

Assumption 1). Term tr(Λ′QΓ), which is added in (72), does not have to be subtracted from

the WG test statistic, as it cancels out with a similarly added term, given as tr(Ψp,WGΓ), in

(74) below, since by construction tr(Λ′QΓ) = tr(Ψp,WGΓ).

Using the results of equations (68), (69) and (70), we can obtain the limiting distribution

of (d) as

(d) ≡ 1√
N

N∑
i=1

y′i−1Qui
d−→ N(−ctr(F ′QΓ), VWG,d). (73)

The proof for the limiting distribution of quantity (h) follows analogous steps to those of
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(d), but it is more tedious. Substituting (65) in (h) yields:

1√
N

N∑
i=1

∆y′iΨp,WG∆yi =

=
1√
N

N∑
i=1

(ui + (ϕN − 1)yi−1 + (1− ϕN)aie)
′Ψp,WG(ui + (ϕN − 1)yi−1 + (1− ϕN)aie)

=
1√
N

N∑
i=1

u′iΨp,WGui + u′iΨp,WGyi−1(ϕN − 1) + u′iΨp,WGe(1− ϕN)ai + (ϕN − 1)y′i−1Ψp,WGui

+(ϕN − 1)2y′i−1Ψp,WGyi−1 + (ϕN − 1)y′i−1Ψp,WGe(1− ϕN)ai + (1− ϕN)aie
′Ψp,WGui

+(1− ϕN)aie
′Ψp,WGyi−1(ϕN − 1) + (1− ϕN)2a2

i e
′Ψp,WGe

Then, we can derive the following results:

√
N

(
1

N

N∑
i=1

u′iΨp,WGui − tr(Ψp,WGΓ)

)
d−→ N(0, VWG,h) (74)

1√
N

N∑
i=1

u′iΨp,WGyi−1(ϕN − 1)
p−→ −ctr(Ψp,WGΛΓ) (75)

1√
N

N∑
i=1

u′iΨp,WGe(1− ϕN)ai
p−→ 0 (76)

1√
N

N∑
i=1

(ϕN − 1)y′i−1Ψp,WGui
p−→ −ctr(Λ′Ψp,WGΓ) (77)

1√
N

N∑
i=1

(ϕN − 1)2y′i−1Ψp,WGyi−1
p−→ 0 (78)

1√
N

N∑
i=1

(ϕN − 1)y′i−1Ψp,WGe(1− ϕN)ai
p−→ 0 (79)

1√
N

N∑
i=1

(1− ϕN)aie
′Ψp,WGui

p−→ 0 (80)

1√
N

N∑
i=1

(1− ϕN)aie
′Ψp,WGyi−1(ϕN − 1)

p−→ 0 (81)

1√
N

N∑
i=1

(1− ϕN)2a2
i e
′Ψp,WGe

p−→ 0 (82)

The above results, given by equations (74)-(82), imply that the limiting distribution of (h)
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is given as

(h) ≡ 1√
N

N∑
i=1

∆y′iΨp,WG∆yi → N(−ctr(Λ′Ψp,WGΓ)− ctr(Ψp,WGΛΓ), VWG,h), (83)

where VWG,h is the variance of the distribution, defined by (74). Based on these results and

(73), we can derive the limiting distribution of WG around ϕN as

δ̂WG

√
N

(
ϕ̂WG −

b̂WG

δ̂WG

− ϕN

)
d−→ N (−c(tr(F ′QΓ)− tr(Λ′Ψp,WGΓ)− tr(Ψp,WGΛΓ)), VWG) .

(84)

The variances of (d) and (h) and their covariance add up to the variance of the of statistic

WG under H0: c = 0, given by Theorem 2 (see also (64)). It is not necessary to show this

algebraically because, as can be seen from (72) and (74), the variance of the estimator under

H0: c > 0 does not depend on the local parameter c. It is constant independently on whether

c > 0 or c = 0. Given the above result and

1

N

N∑
i=1

y′i−1Qyi−1
p−→ tr(Λ′QΛΓ), (85)

we can obtain the limiting distribution of the WG test statistic, given Theorem 2, as follows:

√
Nδ̂WG

(
ϕ̂WG −

b̂WG

δ̂WG

− 1 +
c√
N

)
d−→

N
(
−c(tr(F ′QΓ)− tr(ΛΨp,WGΓ)− tr(ΛΨp,WGΓ)), V WG

)
(86)

√
Nδ̂WG

(
ϕ̂WG −

b̂WG

δ̂WG

− 1

)
d−→

N
(
−c(tr(Λ′QΛΓ) + tr(F ′QΓ)− tr(ΛΨp,WGΓ)− tr(ΛΨp,WGΓ)), V WG

)
(87)

√
Nδ̂WGV

−1/2
WG

(
ϕ̂WG −

b̂WG

δ̂WG

− 1

)
d−→ (88)

N

(
−c(tr(Λ′QΛΓ) + tr(F ′QΓ)− tr(ΛΨp,WGΓ)− tr(ΛΨp,WGΓ))

V
1/2
WG

, 1

)
.
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Proof of Corollary 2 Equation (13) of the corollary, implying Γ = σ2
uI, can be proved

by substituting into (18) the following relationships:

tr(Λ′Ψp,WG) = 0,

tr(Ψp,WGΛ) = 0,

tr(F ′Q) = −T
2

6
+
T

2
− 1

3
,

tr(Λ′QΛ) =
T 2 − 1

6

and writing

tr(A2
WG) = tr

[
1

4

(
Λ′Q+QΛ−Ψp,WG −Ψ′p,WG

)2
]

=
1

2
tr((Λ′Q)2) +

1

2
tr(Λ′QΛ)− tr(Ψ2

p,WG)

where tr((Λ′Q)2) = −T 2

12
+ T

2
− 5

12
and tr(Ψ2

p,WG) = T
3

+ 1
6T
− 1

2
, since the following relationships

hold:

tr(Λ′QΨp,WG) = tr(Λ′QΨ′p,WG) = tr(QΛΨp,WG) = tr(QΛΨ′p,WG)

tr(Ψp,WGΛ′Q) = tr(Ψp,WGQΛ) = tr(Ψ′p,WGΛ′Q) = tr(Ψ′p,WGQΛ)

tr(Ψ′p,WGΨp,WG) = tr(Ψ2
p,WG) = tr(Λ′QΨp,WG) = tr(Ψp,WGΛ′Q).

For p > 0, the last relationships become:

tr(Ψp,WGΨ′p,WG) = tr(Λ′QΨp,WG) = tr(QΛΨ′p,WG) = tr(Ψp,WGΛ′Q) = tr(Ψ′p,WGQΛ)

tr(Ψ2
p,WG) = tr(QΛΨp,WG) = tr(Λ′QΨ′p,WG) = tr(Ψp,WGQΛ) = tr(Ψ′p,WGΛ′Q)

and, thus,

tr(A2
WG) =

1

2
tr((Λ′Q)2) +

1

2
tr(Λ′QΛ)− tr(Ψ2

p,WG)− 1

2
tr(Ψp,WGΨ′p,WG).

Thus, we have the following results: for p = 1

tr(Λ′Ψp,WG) =
T − 1

2
,

tr(ΨΛp) = −T
2
− 1

T
+

3

2
,

tr(Ψ2
p,WG) = − 1

2T
+

1

2
,

tr(Ψp,WGΨ′p,WG) = T +
5

2T
− 1

T 2
− 5

2
,
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for p = 2

tr(Ψp,WGΛ) = −(T − 2)2

T
,

tr(Λ′Ψp,WG) =
(T − 1)2

T
,

tr(Ψ2
p,WG) = −1

3
T − 25

6T
+

2

T 2
+

5

2
,

tr(Ψp,WGΨ′p,WG) =
5

3
T +

65

6T
− 7

T 2
− 13

2
,

and for p = 3

tr(Ψp,WGΛ) = −3T

2
− 10

T
+

15

2
,

tr(Λ′Ψp,WG) =
3T

2
+

4

T
− 9

2
,

tr(Ψ2
p,WG) = −2

3
T − 77

6T
+

10

T 2
+ 11,

tr(Ψp,WGΨ′p,WG) =
7

3
T +

175

6T
− 26

T 2
− 25

2
.

Substituting the above relationships into (18), we can obtain the following analytic forms of

kWG(p,θ), for θ = 0:

kWG(1, 0) =

√
3(T 2 − 3T + 2)

T
√
T 2 − 6T − 24

T
+ 12

T 2
+ 17

, (89)

kWG(2, 0) =

√
3(T 2 − 5T + 6)

T
√
T 2 − 10T − 80

T
+ 60

T 2
+ 41

,

and kWG(3, 0) =

√
3(T 2 − 7T + 12)

T
√
T 2 − 14T − 196

T
+ 192

T 2
+ 77

.
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To prove equation (20) of the corollary, for θ 6= 0, substitute into (18) the following relation-

ships:

tr(Λ′QΛΓ) = (
T 2 − 1

6
)θ2 + (

1

3
T 2 − T +

2

3
)θ + (

T 2 − 1

6
),

tr(F ′QΓ) = (−T
2

6
+
T

2
− 1

3
)θ2 + (−T

2

3
+

3T

2
+

1

T
− 13

6
)θ + (−T

2

6
+
T

2
− 1

3
),

tr(Λ′ΨΓ) =
1

2
(T − 1)θ2 + (− 2

T
+ 1)θ +

1

2
(T − 1),

tr(ΨΛΓ) = (−T
2
− 1

T
+

3

2
)θ2 + (−T − 4

T
+ 4)θ + (−T

2
− 1

T
+

3

2
),

and 2tr((AWGΓ)2) = R1,WGθ
4 +R2,WGθ

3 +R3,WGθ
2 +R2,WGθ +R1,WG,

where R1,WG = T 2

12
− T

2
− 2

T
+ 1

T 2
+ 17

12
, R2,WG = T 2

3
− 10T

3
− 80

3T
+ 20

T 2
+ 41

3
and R3,WG =

T 2

2
− 5T − 45

T
+ 38

T 2
+ 43

2
.

Proof of Proposition 1 The proof of (22), for θ = 0, is given by Moon and Peron

(2008). The results of both equations (21) and (22) of the corollary can be seen based

on the results of Corollaries 1 and 2, after scaling the IV and WG statistics appropriately

with T and applying the continuous mapping theorem. The joint convergence of the scaled

statistics is guaranteed by the results of Hahn and Kuersteiner (2002). Since this proof is not

intuitive/clear under the sequence of local alternatives considered by the above corollaries,

we give a more rigorous proof of (21) under the sequence of local alternatives ϕNT = 1− c
T
√
N
,

considered in the large-T panel data literature.

Rewrite the IV estimator as ϕ̂IV

ϕ̂IV =

N∑
i=1

T−p−1∑
t=1

zitzit+p+1

N∑
i=1

T−p−1∑
t=1

zitzit+p

.

Then, the yet not standardized IV test statistic under the sequence of local alternatives
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ϕNT = 1− c
T
√
N
can be written as follows:

T
√
N(ϕ̂IV − ϕNT ) = T

√
N


N∑
i=1

T−p−1∑
t=1

zit(ϕNT zit+p + uit+p+1 + (1− ϕNT )ai)

N∑
i=1

T−p−1∑
t=1

zitzit+p

− ϕNT



=

1√
N

1
T

N∑
i=1

T−p−1∑
t=1

(zituit+p+1 + zit(1− ϕNT )ai))

1
N

1
T 2

N∑
i=1

T−p−1∑
t=1

zitzit+p

=
(m) + (k)

(l)
, (90)

where (m) ≡ 1√
N

1
T

N∑
i=1

T−p−1∑
t=1

(zituit+p+1) , (k) ≡ 1√
N

1
T

N∑
i=1

T−p−1∑
t=1

zit(1 − ϕNT )ai) and (l) ≡

1
N

1
T 2

N∑
i=1

T−p−1∑
t=1

zitzit+p. Under the sequence of ϕNT = 1− c
T
√
N
, zit can be written as

zit = ϕtNT zi0 + ϕt−1
NTuit−1 + ...+ uit (91)

= ϕt−1
NTui1 + ϕt−2

NTui2 + ...+ uit.

Substituting

ϕtNT = 1 + o(T ),

which holds by the binomial theorem, into (91) yields

zituit+p+1 = ui1 + ...+ uit + o(T ). (92)

The last relationship enables to apply standard asymptotic results about AR(1) processes

(see also Hamilton (1994)).

To obtain the limiting distribution of (90), next we derive asymptotic results for quantities

(m), (k) and (l), defined above. First, note that the probability limit of (k) is zero, as

T,N →∞. This can be seen by writing (k) as

(k) ≡ 1√
N

1

T

N∑
i=1

T−p−1∑
t=1

zit(1− ϕNT )ai =
1√
N

N∑
i=1

ai
1

T

T−p−1∑
t=1

zit
c

T
√
N

=
1

N

N∑
i=1

ai
1

T 2

T−p−1∑
t=1

zit.
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Taking first the limit T →∞ gives

1

T 2

T−p−1∑
t=1

zit
p−→ 0,

and, thus,

1√
N

1

T

N∑
i=1

T−p−1∑
t=1

zit(1− ϕNT )ai
p−→ 0. (93)

As T,N →∞, (m) converges to a limiting distribution. This can be seen by writing

(m) ≡ 1√
N

1

T

N∑
i=1

T−p−1∑
t=1

zituit+p+1 =
1√
N

N∑
i=1

1

T

T−p−1∑
t=1

zituit+p+1. (94)

As T →∞, we have

1

T

T−p−1∑
t=1

zituit+p+1
d−→ 1

2
σ2
{

[Wi(1)]2 − 1
}
, (95)

whereW (r) denotes the standardWiener process at time r. [Wi(1)]2 follows a chi-squared dis-

tribution with one degree of freedom, which means thatE {[Wi(1)]2} = 1 and V ar {[Wi(1)]2} =

2. Next, by taking the limit of (94) for N →∞ gives

1√
N

N∑
i=1

1

2
σ2
{

[Wi(1)]2 − 1
} d−→ N(0,

σ4

2
). (96)

Finally, to find the limit of (l) write it, first, as

(l) ≡ 1

N

1

T 2

N∑
i=1

T−p−1∑
t=1

zitzit+p =
1

N

N∑
i=1

1

T 2

T−p−1∑
t=1

zitzit+p. (97)

Substituting the following representation of zit+p:

zit+p = ϕpNT zit +

p∑
k=1

ϕk−1
NT (1− ϕNT )ai +

p∑
k=1

ϕk−1
NT uit+(p−k−1),

obtained under H1: ϕ > 0, into into (97) and using ϕtNT = 1 + o(T ) yields the following
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results:

1

T 2

T−p−1∑
t=1

ϕpNT z
2
it =

1

T 2

T−p−1∑
t=1

z2
it + o(T )

d−→ σ2

1∫
0

[Wi(r)]
2dr, (99)

1

T 2

T−p−1∑
t=1

zit

p∑
k=1

ϕk−1
NT (1− ϕNT )ai

p−→ 0, (100)

1

T 2

T−p−1∑
t=1

zit

p∑
k=1

ϕk−1
NT uit+(p−k−1) =

1

T 2

T−p−1∑
t=1

zit

p∑
k=1

uit+(p−k−1) + o(T )
p−→ 0. (101)

Based on the results of equations (99), (100) and (101), we can show that (m) converges to

the following quantity:

1

N

N∑
i=1

σ2

1∫
0

[Wi(r)]
2dr

p−→ −σ
2

2
, (102)

as N →∞ (see also Levin et al. (2002)).

The proof of the proposition follows immediately by using the results of equations (93),

(96) and (102).

Proof of Theorem 3 The theorem can be proved following analogous steps to those of

the proof of Theorem 1. First, write
√
N(ϕ̂FDIV − ϕN) as

√
N(ϕ̂FDIV − ϕN) =

√
N


N∑
i=1

y∗′i−1Π∗py
∗
i

N∑
i=1

y∗′i−1Π∗py
∗
i−1

− ϕN



=
√
N


N∑
i=1

y∗′i−1Π∗p(ϕNyi−1 + (1− ϕN)β∗i e
∗ + u∗i )

N∑
i=1

y∗′i−1Π∗py
∗
i−1

− ϕN



=

1√
N

N∑
i=1

(1− ϕN)β∗i y
∗′
i−1Π∗pe

∗ + 1√
N

N∑
i=1

y∗′i−1Π∗pu
∗
i

1
N

N∑
i=1

y∗′i−1Π∗py
∗
i−1

.
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The proof of the theorem follows from the last relationship after using the following results:

1√
N

N∑
i=1

(1− ϕN)β∗i y
∗′
i−1Π∗pe

∗ p−→ 0,

1√
N

N∑
i=1

y∗′i−1Π∗pu
∗
i

d−→ N(0, 2tr((AFDIV Θ)2),

1

N

N∑
i=1

y∗′i−1Π∗py
p−→ tr(Λ∗′Π∗pΛ

∗),

since tr(Λ∗′Π∗pΘ) = 0.

Proof of Corollary 3 Note that under the assumptions of Corollary 3 the variance-

covariance matrix of the transformed error terms u∗it is given as

E(u∗iu
∗′
i ) =



q r s 0

r q r s

s r q r s

. . . .

. . . .

0 s r q


, (103)

where q = (2 + θ2)− 2θ, r = 2θ − (1 + θ2) and s = −θ. Substituting the following results

tr(Λ∗′Π∗pΛ
∗) = T − p− 3 and tr((AFDIV )2) = T − p− 2,

which holds for θ = 0, into (28) gives (29). Equation (30) of the corollary, for θ 6= 0, can be

proved by substituting the following results into (28):

tr(Λ∗′Π∗pΛ
∗Θ) = (T − 4)θ2− θ+ T − 4 and tr((AFDIV Θ)2) = P1θ

4 +P2θ
3 +P3θ

2 +P2θ+P1,

where P1 = 2(T − 3), P2 = −2(2T − 8) and P3 = 2(4T − 15).

Proof of Theorem 4 To prove Theorem 4, first write vector yi−1 and its first difference

∆yi as

yi−1 = wyi0 + ΩXζ i + Ωui, i = 1, 2, ..., N, (104)

and

∆yi = ui + (ϕN − 1)yi−1 +Xζ i, (105)
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respectively, where Ω is defined by (45) and ζ i =

(
(1− ϕN)ai + ϕβi

(1− ϕN)βi

)
. ζ i can be written

in more compact form as

ζ i =
c√
N
µi + βie

∗, (106)

where c√
N

= (1−ϕN), µi =

(
ai − βi
βi

)
and e∗ =

(
1

0

)
. Then, the theorem can be proved

by following analogous steps to those of Theorem’s 2 proof. That is, first write

√
Nδ̂WGT

(
ϕ̂WGT −

b̂WGT

δ̂WGT

− ϕN

)
=

1√
N

N∑
i=1

y′i−1Q
∗ui−

1√
N

N∑
i=1

∆y′iΦp,WGT∆yi = (a∗)−(b∗),

(107)

where (a∗) ≡ 1√
N

N∑
i=1

y′i−1Q
∗ui and (b∗) = 1√

N

N∑
i=1

∆y′iΦp,WGT∆yi. Writing(a∗) as

(a∗) ≡ 1√
N

N∑
i=1

y′i−1Q
∗ui =

1√
N

N∑
i=1

(wyi0 + ΩXζ i + Ωui)
′Q∗ui,

it can be shown that the limiting distribution of (a∗) is given as

(a∗) ≡ 1√
N

N∑
i=1

y′i−1Q
∗ui

d−→ N(tr(Λ′Q∗Γ)− ctr(F ′Q∗Γ), VWGT,a∗),

where VWGT,a∗ is the variance of the distribution. This result holds, since we have

1√
N

N∑
i=1

yi0w
′Q∗ui

p−→ 0 (108)

1√
N

N∑
i=1

ζ ′iXΩ′Q∗ui
p−→ 0 (109)

1√
N

N∑
i=1

u′iΩQ
∗ui

d−→ N(tr(Λ′Q∗Γ)− ctr(F ′Q∗Γ), VWGT,a∗) (110)

The results given by equations (108) and (110) can be derived as before, for Theorem 2. To

see why (109) holds, write

1√
N

N∑
i=1

ζ ′iXΩ′Q∗ui =
1√
N

N∑
i=1

(
c√
N
µi + βie

∗)′XΩ′Q∗ui

=
c

N

N∑
i=1

µ′iXΩ′Q∗ui +
1√
N

N∑
i=1

βie
∗′XΩ′Q∗ui
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and note the following results:

c

N

N∑
i=1

µ′iXΩ′Q∗ui
p−→ 0 (111)

1√
N

N∑
i=1

βie
∗′XΩ′Q∗ui =

1√
N

N∑
i=1

βie
∗′XΛ′Q∗ui = 0, (112)

since e∗′XΛ′Q∗ = (0, ..., 0).

To derive the limiting distribution of quantity (b∗), we can write

(b∗) ≡ 1√
N

N∑
i=1

∆y′iΦp,WGT∆yi

=
1√
N

N∑
i=1

(ui + (ϕN − 1)yi−1 +Xζ i)
′Φp,WGT (ui + (ϕN − 1)yi−1 +Xζ i)

=
1√
N

N∑
i=1

u′iΦp,WGTui + u′iΦp,WGTyi−1(ϕN − 1) + u′iΦp,WGTXζ i

+(ϕN − 1)y′i−1Φp,WGTui + (ϕN − 1)2y′i−1Φp,WGTyi−1 + (ϕN − 1)y′i−1Φp,WGTXζ i

+ζ ′iX
′Φp,WGTui + ζ ′iX

′Φp,WGTyi−1(ϕN − 1) + ζ ′iX
′Φp,WGTXζ i.

and use the following results:

1√
N

N∑
i=1

u′iΦp,WGTui
d−→ N(tr(Φp,WGTΓ), VWGT,1) (113)

1√
N

N∑
i=1

u′iΦp,WGTyi−1(ϕN − 1)
p−→ −ctr(Φp,WGTΛΓ) (114)

1√
N

N∑
i=1

u′iΦp,WGTXζ i
p−→ 0 (115)

1√
N

N∑
i=1

(ϕN − 1)y′i−1Φp,WGTui
p−→ −ctr(Λ′Φp,WGTΓ) (116)

1√
N

N∑
i=1

(ϕN − 1)2y′i−1Φp,WGTyi−1
p−→ 0 (117)

1√
N

N∑
i=1

(ϕN − 1)y′i−1Φp,WGTXζ i
p−→ −cE(β2

i )e
∗′X ′Λ′Φp,WGTXe

∗ (118)
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1√
N

N∑
i=1

ζ ′iX
′Φp,WGTui

p−→ 0 (119)

1√
N

N∑
i=1

ζ ′iXΦp,WGTyi−1(ϕN − 1)
p−→ −cE(β2

i )e
∗′X ′Φp,WGTΛXe∗ (120)

1√
N

N∑
i=1

ζ ′iXΦp,WGTXζ i
p−→ ctr(X ′Φp,WGTXe

∗E(µ′iβi)) + ctr(e∗′X ′Φp,WGTXE(µiβi))

Using the results of the above relationships gives

√
Nδ̂WGT

(
ϕ̂WGT −

b̂WGT

δ̂WGT

− 1

)
d−→ N(−c(d∗ + E(β2

i )g
∗), VWGT ), (121)

where

d∗ = tr(Λ′Q∗ΛΓ) + tr(F ′Q∗Γ)− tr(Φp,WGTΛΓ)− tr(Λ′Φp,WGTΓ),

g∗ = tr(X ′Φp,WGTXe
∗ẽ′) + tr(e∗′X ′Φp,WGTXẽ)− e∗′X ′Λ′Φp,WGTXe

∗ − e∗′X ′Φp,WGTΛXe∗,

and E(µiβi) = E(β2
i )ẽ, where ẽ =

(
−1

1

)
. As before, note that the variance of the above

limiting distribution, denoted as VWGT , is the same with that under hypothesis H0: c = 0,

and it is given as VWGT = 2tr((AWGTΓ)2) (see 34).

Relationship (34) of Theorem 5 can be proved by substituting

tr(X ′Φp,WGTXe
∗ẽ′) = e∗′X ′Λ′Φp,WGTXe

∗ and tr(e∗′X ′Φp,WGTXẽ) = e∗′X ′Φp,WGTΛXe∗

into quantities (d∗) and (g∗). Then, (121) implies

√
Nδ̂WGTV

−1/2
WGT

(
ϕ̂WGT −

b̂WGT

δ̂WGT

− 1

)
d−→

N(−c (tr(Λ′Q∗ΛΓ) + tr(F ′Q∗Γ)− tr(Φp,WGTΛΓ)− tr(Λ′Φp,WGTΓ))V
−1/2
WGT , 1).

Proof of Corollary 4 The proof of the corollary follows by following analogous steps to

those of the proof of Corollary 3 and using the following relationship:

tr(Λ′Q∗ΛΓ) + tr(F ′Q∗Γ) = tr(Φp,WGTΛΓ) + tr(Λ′Φp,WGTΓ).
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Proof of Theorem 5 To prove the theorem, we will employ following relationships:

zi = ϕNzi−1 +Xζ i + ui, i = 1, 2, ..., N (122)

zi−1 = ΩXζ i + Ωui + (w − e)yi0, (123)

and ∆zi = (ϕN − 1)zi−1 +Xζ i + ui, (124)

which hold under both the null H0: c = 0 and alternative H0: c > 0 hypotheses. Next, we

derive the results of the theorem for c = 0 and, then, for c > 0.

To derive the limiting distribution of the FOD test statistic under the null hypothesis

H0: c = 0, we first need to derive the inconsistency of LS estimator ϕ̂FOD To this end, write

ϕ̂FOD − 1 =

1
N

N∑
i=1

z′iB
′A∆zi

1
N

N∑
i=1

z′iB
′Bzi

=
(h∗)

(g∗)
,

where (h∗) ≡ 1
N

N∑
i=1

z′iB
′A∆zi and (g∗)≡ 1

N

N∑
i=1

z′iB
′Bzi. (h∗) and (g∗) can be written as

(h∗) ≡ 1

N

N∑
i=1

z′iB
′A∆zi =

1

N

N∑
i=1

(z′i−1 + βie
′ + ui′)B

′A(βie+ ui)

=
1

N

N∑
i=1

(u′iΛ
′ + βie

′Λ′ + βie
′ + ui′)B

′A(βie+ ui)

=
1

N

N∑
i=1

(u′i(Λ
′ + IT ) + βiτ

′)B′A(βie+ ui)

=
1

N

N∑
i=1

u′i(Λ
′ + IT )B′Aui

and

(g∗) ≡ 1

N

N∑
i=1

z′iB
′Bzi =

1

N

N∑
i=1

(z′i−1 + βie
′ + ui′)B

′B(zi−1 + βie+ ui)

=
1

N

N∑
i=1

(u′i(Λ
′ + IT ) + βiτ

′)B′B((Λ + IT )ui + βiτ)

=
1

N

N∑
i=1

u′i(Λ
′ + IT )B′B(Λ + IT )ui,

respectively, since (Λ + IT )e = τ , τ ′B′ = 01XT and B′Ae = 0TX1. By the KWLLN, the
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following results hold:

1

N

N∑
i=1

u′i(Λ
′ + IT )B′Aui =

1

N

N∑
i=1

u′iΞui
p−→ tr(ΞΓ). (125)

since (Λ′ + IT )B′A = Ξ, and

1

N

N∑
i=1

u′i(Λ
′ + IT )B′B(Λ + IT )ui

p−→ tr((Λ′ + IT )B′B(Λ + IT )Γ). (126)

The last two relationships imply that the inconsistency of ϕ̂FOD is given as

p lim
N−→∞

(ϕ̂FOD − 1) =
tr(ΞΓ)

tr((Λ′ + IT )B′B(Λ + IT )Γ)
.

From this relationship, it can be easily seen that ϕ̂FOD becomes unbiased, if tr(ΞΓ) = 0.

This happens when Γ = σ2IT , i.e., error terms uit are both homoscedastic and serially

uncorrelated (see also fn 9).

The limiting distribution of the corrected for its inconsistency estimator ϕ̂FOD under null

hypothesis H0: c = 0 can be written by writing

√
Nδ̂FOD

(
ϕ̂FOD − 1− b̂FOD

δ̂FOD

)

=
√
N

(
1

N

N∑
i=1

z′iB
′Bzi

)1 +

1
N

N∑
i=1

z′iB
′A∆zi

1
N

N∑
i=1

z′iB
′Bzi

− 1−

1
N

N∑
i=1

∆z′iΦp,FOD∆zi

1
N

N∑
i=1

z′iB
′Bzi


=
√
N

(
1

N

N∑
i=1

u′i(Λ
′ + IT )B′Aui −

1

N

N∑
i=1

∆z′iΦp,FOD∆zi

)

=
√
N

(
1

N

N∑
i=1

∆z′i ((Λ
′ + IT )B′A− Φp,FOD) ∆zi

)

=
1√
N

N∑
i=1

∆z′i (Ξ− Φp,FOD) ∆zi, (127)

since

∆z′i(Λ
′ + IT )B′A∆zi = (βie

′ + u′i)(Λ
′ + IT )B′A(βie+ ui) = u′i(Λ

′ + IT )B′Aui.
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The result of the theorem for the case c = 0 can be obtained using

1√
N

N∑
i=1

∆z′i(Ξ− Φp,FOD)∆zi
d−→ N(0, 2tr(A2

FOD)). (128)

For the case c > 0, the proof of the theorem follows analogous steps to those of the proof of

Theorem 4. This can be easily seen by applying the arguments of the proof of Theorem 4

to the following quantities:

√
Nδ̂FOD

(
ϕ̂FOD − ϕN −

b̂FOD

δ̂FOD

)
= (129)

=
√
Nδ̂FOD

1 +

1
N

N∑
i=1

z′iB
′A∆zi

1
N

N∑
i=1

z′iB
′Bzi

− ϕN −

1
N

N∑
i=1

∆z′iΦp,FOD∆zi

1
N

N∑
i=1

z′iB
′Bzi


=

c

N

N∑
i=1

z′iB
′Bzi +

1√
N

N∑
i=1

z′iB
′A∆zi −

1√
N

N∑
i=1

∆z′iΦp,FOD∆zi.

The complete the proof, we need the following results:

tr(Ξ) = 0 and tr(Λ′B′A) = −tr(B′A)

e′Ξ = 01XT and Ξe = 0TX1

B′AXẽ = 0TX1

e∗′X ′Λ′B′AΛXe∗ = e∗′X ′Λ′B′AXẽ

e∗′X ′B′AΛXe∗ = e∗′X ′B′AXẽ

e∗′X ′Φp,FODΛXe∗ = e∗′X ′Φp,FODXẽ

e∗′X ′Λ′Φp,FODXe
∗ = ẽ′X ′Φp,FODXe

∗

Proof of Corollary 5 It follows immediately from the proof of Theorem 5.

46


